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EXECUTIVE SUMMARY 

This report includes the final results of WP3 on key technological enablers for the seamless 
and energy efficient ETHER Network Operation, serving all three ETHER Use Cases, namely: 

• Use Case 1: Flexible payload-enabled service provisioning to semantics aware and delay-
tolerant IoT applications. 

• Use Case 2: Unified RAN for direct handheld device access. 

• Use Case 3: Air-space safety critical operations. 

The current deliverable builds upon the results of the first deliverable of WP3, D3.1 and extends 
the work to fulfil all the Objectives of WP3. Thus, the link-budget for the direct access of a user 
terminal with a LEO satellite is analyzed, and a terminal antenna is designed with sufficient 
gain to enable the direct communication. Then, the design of the antenna array that will be 
prototyped is detailed together with the appropriate feeding network. To tackle severe 
attenuation of the signal identified in the scenarios under study, ETHER investigates 
distributed beamforming from a swarm of LEO satellites, and specifically for multi-user 
scenarios. Moreover, Orthogonal Time Frequency Space modulation is evaluated in the LEO 
satellite environment. The above topics are addressed in Chapters 2 and 3 and contribute to 
Use Case 2. 

The final version of the software-based flexible payload architecture is presented which offers 
the capability to share resources and execute distributed functionalities, addressing all three 
Use Cases. Then, dynamic spectrum allocation and power control techniques to mitigate 
interference are investigated. Dynamic spectrum allocation is realized through precoding while 
power control is achieved by means of a heuristic algorithm for Equivalent Power Flux-Density 
(EPFD). The software defined payload architecture is presented in Chapter 4. 

The investigation of semantics-aware communication schemes and information handling 
solutions towards high energy efficiency is of great importance in ETHER and addresses Use 
Case 1. Version Age of Information (VAoI) at LEO nodes is analysed and its network-wide 
average is optimized by adopting a transmission policy at the device to reduce energy 
consumption as described in Chapter 5. 

Finally, horizontal and vertical handovers are studied in the ETHER integrated environment of 
terrestrial and non-terrestrial networks, addressing respectively, Use Case 1 and Use Case 2. 
Horizontal handovers are studied in LEO-based Store & Forward networks and the final version 
of the UE Context Proxy testbed is presented. Then, the final version of the Omnet++ simulator 
is presented which allows the implementation and testing of Vertical Handovers algorithms and 
specifically SINR driven and Energy Efficiency driven algorithms. Horizontal and vertical 
handovers studies are included in Chapter 6. 
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1 INTRODUCTION 

This chapter is the introduction to the final deliverable of WP3 “Key Technological Enablers for 
the seamless and energy-efficient ETHER Network Operation”. First, recap is provided about 
positioning of WP3 in ETHER 3D Architecture, how the work in WP3 serves the implementation 
of ETHER Use Cases and the main achievements reported in the first deliverable, i.e., D3.1 
[1]. Then, the structure of the current deliverable is provided and finally, the relation of D3.2 
with other ETHER deliverables is described. 

1.1 RELATIONSHIP WITH ETHER 3D ARCHITECTURE, USE CASES 
AND DELIVERABLE D3.1 

WP3 is organised in four Tasks, namely Task 3.1: Channel Modelling, UE Antenna Design, 
Distributed Beamforming from LEO swarms, and Unified Waveform Design for a Unified and 
Sustainable RAN, Task 3.2: Dynamic spectrum management and power control leveraging 
software defined payload in aerial and space ETHER layers, Task 3.3: Data analytics and 
semantics-aware caching for high energy efficiency, Task 3.4: Horizontal and vertical handover 
policies guaranteeing seamless connectivity across ETHER layers. WP3 addresses “lower-
level enablers” of the ETHER 3D architecture indicated with light-blue boxes in Figure 1-1 
below. 

 

Figure 1-1: Positioning of WP3 (lower-level enablers) within ETHER 3D Architecture 

ETHER technical objectives and achievements will enable the realisation of three use cases 
which are critical for the integration of terrestrial and non-terrestrial networks, as detailed in 
Deliverable D2.2 [2]. Moreover, mapping among technology enablers investigated in WP3 and 
corresponding Use Cases, are given in D3.1 and rewritten here for convenience together with 
their illustrations: 
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Figure 1-2: Use Case 1: Delay-tolerant IoT services 

 

Use Case 1: Delay-tolerant Internet of Things (IoT) services 

Technology Enablers 

• Horizontal handovers. 

• ETHER management and orchestration framework. 

• Flexible payload and service orchestration. 

• Semantics-aware information handling solutions. 
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Figure 1-3: Use Case 2: Unified RAN for direct handheld device access at the Ka band 

 

Use Case 2: Unified Radio Access Network (RAN) for direct handheld device access at 
the Ka band 

Technology Enablers 

• Distributed beamforming from LEO satellite swarms. 

• Handheld device antenna design. 

• Unified waveform design. 

• Vertical handovers between different Radio Access Technologies (RATs). 
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Figure 1-4: Use Case 3: Airspace safety critical operations 

 

Use Case 3: Airspace safety critical operations 

Technology Enablers 

• Vertical handovers across RATs. 

• ETHER MEC orchestrator. 

• Predictive analytics. 

• E2E network performance optimisation algorithms. 

 

The main research results presented in D3.1 and the novel additions in D3.2 are summarized 
below: 

• LEO-to-ground channel was investigated at 28 GHz (Ka band) and path loss due to free-
space propagation and atmospheric attenuation was calculated. Multipath characteristics 
were investigated through ray-tracing simulations for three outdoor scenarios. The results 
have been exploited for the estimation of the link budget, as well as the definition of 
requirements for the terminal’s antenna design in D3.2. 

• Distributed beamforming with the cooperation of a swarm of LEO satellites was 
investigated as an enabler for the LEO-to-user direct access. An analytical framework was 
developed for the estimation of the probability distribution function of the normalised main 
lobe gain as the main performance metric of the scheme. Random independent phase 
errors are assumed to each of the satellites. Based on the distribution of the main lobe, 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 20 of 162 © 2023-2025 ETHER Consortium 

the maximum tolerable phase error bound that allows us to achieve the nominal target 
data rate, was computed. The developed methodology has been extended to multi-user 
scenarios and the results are presented in D3.2. 

• OTFS (Orthogonal Time-Frequency Space) performance was investigated against 
Orthogonal Frequency-Division Multiplexing (OFDM modulation) to overcome high 
Doppler values observed in direct communication links between LEO satellites and users 
on the ground. Simulation results have shown the superiority of OFTS with respect to 
OFDM. D3.2 focuses in the comparison of two versions of OTFS, namely the single-step 
Zak transform one and the two-step conventional one. 

• Software defined flexible payload architecture has been selected in ETHER to enable TNT 
integration. A custom OS framework was developed and integrated into experimental 
hardware by means of FPGA technology. The work will be continued within D3.2 towards 
optimization of the platform, adding HW reconfiguration capabilities and deploy additional 
services. 

• Given the capability of software-based flexible payload, joint dynamic spectrum allocation 
and interference management was formulated as a NP-hard problem. A suboptimal closed 
form solution was extracted through a low complexity WMMSE framework. Further 
elaboration of the methodology is performed within D3.2. 

• Power control in heterogeneous satellite networks was investigated through the “underlay” 
Cognitive Radio model, where secondary (LEO) users transmit concurrently with primary 
(GEO) users in the same spectrum. A Matlab-based tool was developed incorporating the 
selected algorithms. The development of the algorithms will be completed within D3.2 and 
the output of the tool will provide maximisation of power per LEO spot beam. 

• Data analytics and semantics-aware caching for high energy efficiency has been 
investigated. The proposed solution is based on Version AoI (Age of Information) metric 
with a gossiping destination network. The objective is to model the average Version AoI 
for the updates stored at the destination nodes and find an optimal status update policy 
that minimises the average Version AoI. The proposed optimal policy leads to significant 
(~ 50%) reduction in the number of transmissions, compared to the greedy policy used as 
reference. Extending the conducted work, in D3.2 two information handling scenarios will 
be examined: the first with sensor data for status updating in the network and the second 
using Version AoI to update the context database. 

• Horizontal and vertical handovers (HO) are investigated as critical enablers for the 
integration of terrestrial and non-terrestrial networks.  

o Horizontal handover procedure relies on the design, implementation and validation of 
a S&F proxying element capable of manipulating UE context in the AMF onboard a 
satellite. UE Context Proxy implementation is built upon Magma, a FLOSS 4G/5G CN, 
and validated by means of a laboratory testbed to emulate a simple NTN scenario with 
two LEO satellites, a Ground Segment, and different UEs. In D3.2, UE context 
dissemination strategies have been studied in order to determine efficient horizontal 
handover policies.  

o Vertical handover procedure is implemented using simulation Omnet++ after rewriting 
OS3 satellite library and adding critical functionality to coexist with the other Omnet++ 
critical libraries in order to carry out complex simulations, i.e., simulations that combine 
TN and NTN environments. Extensive simulations have been carried out and the 
functionality of the updated platform has been tested. Development of vertical handover 
algorithms, as well as their incorporation to the simulation platform and the evaluation 
of their efficiency will be presented in D3.2. 
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Continuing the work described above, D3.2 includes the final results of WP3 and its content is 
structured as follows: 

Chapters 2 and 3 address the implementation of Use Case 2. Specifically, Chapter 2 includes 
link-budget analysis for the LEO satellite-to-terminal user wireless channel and then, terminal 
antenna is designed to achieve direct access to LEO satellite. Finally, the feeding network of 
the antenna is analysed and different options are provided with respect to the trade-off between 
optimization of antenna performance and feasibility of implementation within the capacity of 
ETHER. Chapter 3 is divided into two parts. The first investigates distributed beamforming 
from a swarm of LEO satellites, extending the results to multi-user scenarios. The second 
partfocuses on the Orthogonal Time Frequency Space . 

Chapter 4 addresses all three Use Cases and is divided into two main parts. The first presents 
the software-based flexible payload architecture that integrates satellites into a cohesive multi-
node cluster, capable of sharing resources and executing complex, distributed functionalities. 
The second part presents dynamic spectrum allocation and power control techniques to 
mitigate interference in aerial and space ETHER layers, exploiting the capabilities of flexible 
payload architecture. Dynamic spectrum allocation is addressed through precoding and the 
corresponding optimization problem is transformed into weighted minimum mean square 
estimation (WMMSE). Detailed description of WMMSE algorithm is provided and the results 
are compared with two reference benchmarks. Regarding power control, a heuristic algorithm 
for EPFD is developed that meets the ITU-R EPFD limits for any LEO constellation. The 
provided framework for LEO power control is a powerful tool to the satellite operator during the 
network provisioning stage. 

Chapter 5 addresses the implementation of Use Case 1 by investigating semantics-aware 
communication schemes and information handling solutions towards high energy efficiency. A 
semantics-aware approach is employed to handling information from an energy-constrained 
IoT device to a network of interconnected LEO satellites. Version Age of Information (VAoI) at 
LEO nodes is analysed and its network-wide average is optimized by adopting a transmission 
policy at the device, subject to energy constraints. 

Chapter 6 addresses all three Use Cases and is divided into two main parts. The first part 
investigates horizontal handovers in LEO-based Store & Forward networks presenting the final 
version of the UE Context Proxy testbed as well as the successful demonstration of the 
technology showcasing its evolution from laboratory proof-of-concept to a practical solution. 
The second part presents ETHER solution for Vertical Handovers investigation based on 
Omnet++ simulator using several updated libraries for the realistic representation of Terrestrial 
and Non-Terrestrial entities and their communication environment. SINR (Signal-to-Interference 
plus Noise Ratio) driven and Energy Efficiency driven Vertical HO algorithms are implemented 
and tested on the developed simulation platform. 

Finally, according to the initial workplan, NCSRD are responsible for the design of the terminal 
antenna while its prototyping together with the feeding network is realized by a Subcontractor. 
Then, characterization of the antenna will be realized by NCSRD in their antenna far-field test 
site (anechoic chamber). The activity was included to WP3 results. According to timeplan, the 
antenna design was completed in time however, it has been proved challenging to source a 
subcontractor that takes over the specific task within the existing timeframe and budget 
limitations. As a result, NCSRD completed the design of the feeding network applying different 
techniques in order to simplify the implementation of the antenna. After the conclusion of that 
phase, NCSRD awarded the procurement to the Subcontractor which will deliver the prototype 
of the antenna and customized control boards to implement beam steering of the antenna 
pattern to predefined angles. Due to the above reasons, it was not possible to complete that 
part of the work within WP3.Thus, it has been decided to deliver the terminal antenna and its 
characterization results within WP5 and specifically Demo 2 of the Use Case 2. Details on the 
antenna prototyping activity are given in Section 2.2.3. 
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1.2 RELATIONSHIP WITH OTHER ETHER DELIVERABLES 

WP3 receives input from WP2 and provides input to WP4 and WP5. Thus, the current 
deliverable received input from D2.1: Initial report on ETHER network architecture, interfaces 
and architecture evaluation, D2.2: Use cases and KPIs/KVIs, and D2.4: Final report on ETHER 
network architecture, interfaces and architecture evaluation. Moreover, D3.2 builds upon the 
work conducted in D3.1 to achieve the final results of WP3. Additionally, the work presented 
in D3.2 is exploited by D4.2: Final report on zero-touch data-driven network and service 
orchestration in the 3D ETHER architecture, in two directions, i.e., semantics-aware caching 
and information handling techniques as well as development of SDN architectures for efficient 
and scalable control of multi-domain network technologies. Furthermore, regarding WP5 this 
deliverable will contribute to D5.2 by integrating the upgraded WP3 technologies into the 
demonstration activities that will be reported in D5.3. Regarding this, the innovations that are 
reported in D3.2 concern both innovations that will be included in the final demonstration to be 
reported in D5.3 and also innovations that will not be integrated in the final demonstration, but 
are important for the overall ETHER architecture that was reported in D2.4. More specifically, 
among the presented innovations of D3.2 the ones that will be integrated in the final 
demonstration activities are related to UC1: Flexible payload-enabled service provisioning 
to semantics-aware and delay-tolerant IoT applications and UC2: Unified RAN for direct 
handheld device access at the Ka band. These innovations per use case that will be 
included in the final demonstration activities are the following: 

UC1: Flexible payload-enabled service provisioning to semantics-aware and delay-
tolerant IoT applications: 

• Software defined payloads 

• Semantics-aware information handling 

• Horizontal LEO-to-LEO handovers 

 

UC2: Unified RAN for direct handheld device access at the Ka band 

• User terminal antenna design for communication with LEO satellites 

• Vertical handovers 
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2 USER TERMINAL ANTENNA DESIGN FOR DIRECT 
COMMUNICATION WITH LEO SATELLITES 

Introduction 

This chapter is part of the work on channel modelling and terminal antenna design for direct 
access to LEO satellites at the Ka band, which supports ETHER Use Case 2: “Unified RAN for 
direct handheld device access”. Specifically, channel modelling was analysed in D3.1 where 
free space path loss and multipath fading were studied. The results of the work conducted 
within D3.1 are exploited in D3.2 to perform link-budget analysis at the 28 GHz and decide the 
specifications of the terminal antenna that is suitable for direct access to LEO satellite. Then, 
the design of a 20×20 antenna array is provided and characterized through electromagnetic 
simulations. Moreover, the complexity of the antenna’s feeding network is analysed, and an 
array (of smaller dimension) is selected as a realistic solution for prototyping the antenna and 
evaluate its main characteristics through measurements. 

2.1 LINK-BUDGET ANALYSIS FOR 28 GHZ BAND 

2.1.1 Significance of Link-budget analysis and expected results 

Main aim of the current task is the effective design of a beam-steering antenna (e.g. phased 
array antenna), which will be minimized in size compared with the current scientific research 
status and commercial state in order to be embedded into a portable terminal (e.g. Laptop PC) 
to communicate with LEO satellites providing at least 100Mbps and 20 Mbps download and 
upload (downlink and uplink) data rates (Figure 2-1). Based on the above requirements, some 
direct limitations are settled such as: low-profile, compact (aim of 10cm x 10cm, see Figure 
2-2), medium to high gain average performance (20-35dBi ), at least 70deg beam scanning 
ability, limited input available power (≤1W) due to proximity of human bodies and SAR 
limitations. Considering these restrictions, the selection of the most appropriate candidate 
antenna design led to a phased array design concept. 

Figure 2-1: Terminal antenna operating concept 

According to theory the achievable gain compared with the physical dimensions for squared 
array geometry are shown in Table 1. The aperture efficiency is assumed to be 60%, which is 
a normal average for an aperture antenna. A basic KPI such as the gain of the antenna is 
defined. The aim is to settle for 10cmx10cm with a target maximum Gain of 30.2 dBi.  

Terminal Antenna 
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Table 1 Theoretical Gain vs. dimensions of array antenna 

Dimensions (cm x cm) Gain (dBi) 

10x10 30.2 

15x15 34.2 

20x20 36.4 

25x25 38.3 

Figure 2-2 Target phased array antenna dimensions 

Knowing the above limitations and KPIs of the aim antenna, it is important in terms of 
communications engineering to validate effective link budget between earth terminal and LEO 
satellites. So the link budget analysis for system performance evaluation is mandatory. As an 
effective system requirement, based on literature, the link budget requirements are settled as 
shown in Table 2. The specific Eb/No value has been found in the literature [3] and it is used 
for satellite internet supporting 16APSK(3/4) digital modulation. 

Table 2 Uplink and Downlink system requirements 

direction bandwidth [MHz] data-rate [Mbps] Eb/No [dB] C/N [dB] 

Uplink 100 20 5.5 -1.5 

Downlink 200 100 5.5 2.5 

In satellite communications engineering the carrier to noise ratio (C/N or CNR) is usually used 
for link budget calculations and it relates to Eb/No via the following equation. The values 
presented in Table 2 are derived from these equations. 

 (𝐶 𝑁⁄ ) = (𝐸𝑏 𝑁0)⁄ (𝑅𝑏 𝑅𝑠)⁄  (2-1) 

where Rs is the channel bandwidth and Rb is the bit rate 

 (𝐶 𝑁⁄ )[𝑑𝐵] = (𝐸𝑏 𝑁0) [𝑑𝐵] + 10 log(𝑅𝑏) [𝑑𝐵𝐻𝑧] − 10log (⁄ 𝑅𝑠) [𝑑𝐵𝐻𝑧−1] (2-2) 

Therefore, it must be noticed that, knowing the required Eb/No (depending on the selected 
digital modulation) could easily estimate the respective C/N.  

 

𝐺𝑎𝑖𝑛 [𝑑𝐵𝑖] = 10 𝑙𝑜𝑔 (𝑘 (𝜋𝐷𝜆 )2) 
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2.1.2 Link budget theory (Uplink and Downlink) 

The geometry of the uplink and downlink are described in Figure 2-3 and Figure 2-4. The 
equations of the carrier to noise (C/No) are also included in the geometry. The equations will 
be expanded in the following subsections. The notation U symbolizes the uplink, D the 
downlink, ES the earth station (or terminal user antenna) and SL the satellite. 

Figure 2-3 Geometry and engineering parameters of uplink 

Figure 2-4 Geometry and engineering parameters of downlink 

The quality of the link between a transmitter and a receiver can be characterized by the ratio 
of the carrier power to the noise power spectral density C/No. This is a function of the 
transmitter EIRP, the receiver figure of merit G/T, and the properties of the transmission 
medium. In a satellite link, two links must be considered – the uplink, characterized by the ratio 
(C/No)U; and the downlink, characterized by the ratio (C/No)D. The propagation conditions in 
the atmosphere affect the uplink and downlink differently; rain reduces the value of the ratio 
(C/No)U by decreasing the value of received power CU, while it reduces the value of (C/No)D 
by both reducing the value of received power CD and increasing the downlink system noise 
temperature. The differences between two path-links can be described the following equations.  

Uplink 

 𝛥(𝐶 𝑁0)𝑈  = 𝛥𝐶𝑈 = (𝐴𝑅𝐴𝐼𝑁)𝑈    [𝑑𝐵]⁄   (2-3) 
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 (𝐶 𝑁0)⁄ 𝑟𝑎𝑖𝑛 = (𝐶 𝑁0)⁄ 𝑐𝑙𝑒𝑎𝑟 𝑠𝑘𝑦 − (𝐴𝑅𝐴𝐼𝑁)   [𝑑𝐵𝐻𝑧]  (2-4) 

 

Downlink 

 𝛥(𝐶 𝑁0)𝐷 = 𝛥𝐶𝐷 − 𝛥(𝐺 𝑇⁄ ) = (𝐴𝑅𝐴𝐼𝑁)𝐷 +⁄ 𝛥𝑇   [dB]  (2-5) 

 𝛥(𝐺 𝑇)⁄ = (𝐺 𝑇)⁄ 𝑐𝑙𝑒𝑎𝑟 𝑠𝑘𝑦 − (𝐺 𝑇)⁄ 𝑟𝑎𝑖𝑛  (2-6) 

 (𝐶 𝑁0)⁄ 𝑟𝑎𝑖𝑛 = (𝐶 𝑁0)⁄ 𝑐𝑙𝑒𝑎𝑟 𝑠𝑘𝑦 − (𝐴𝑅𝐴𝐼𝑁) − 𝛥(𝐺 𝑇⁄ )  [𝑑𝐵𝐻𝑧]  (2-7) 

 

In simple terms the downlink yields increased noise due to rain on the earth station receiver 
quality. So, the rain noise degrades the quality factor of the earth station antenna receiver. 

Finally, it must be noted that: 

 (𝐶 𝑁)⁄  [𝑑𝐵] = (𝐶 𝑁0)⁄  [𝑑𝐵𝐻𝑧] − 10log (𝐵𝑊) [𝑑𝐵𝐻𝑧−1]  (2-8) 

This equation fulfils the link budget analysis tool. 

2.1.3 Uplink analysis 

 𝐶𝑁𝑅𝑈[𝑑𝐵] =  𝐸𝐼𝑅𝑃𝑇[𝑑𝐵W] −  𝐿𝑈[𝑑𝐵] +  (𝐺 𝑇⁄ )𝑆𝐿[𝑑𝐵𝐾−1] + 228.6 [𝑑𝐵𝑊𝐻𝑧𝐾 ] − 10 log(𝐵𝑊) [𝑑𝐵𝐻𝑧]
  (2-9) 

The factors of the CNRU are linked with both the terminal antenna transmitter and the satellite 
antenna receiver. More specifically the EIRP is the effective isotropic radiated power of the 
terminal transmitter, and it is affected by the power transmitted (PTx), the maximum Gain of 
terminal antenna (GTmax), the pointing losses (LT), the transmission line feed and mismatch 
losses (LFTX) and finally the surface accuracy losses (La) based on fundamental Ruze’s 
equations. Obviously the EIRP describes the characteristics of the Terminal Antenna and 
Transmitter. The factor LU stands for environmental losses such as: free space loss (LFS), the 
atmospheric losses (Latm) which include the gas attenuation, rain attenuation and scintillation 
as analytically presented in D3.1. Also, the atmospheric losses include depolarization losses 
(LDEPOL) due to rain and ice, sandstorm losses (Lsand) and the fading losses (Lfading) as calculated 
and simulated in D3.1 representing a general margin of the propagation scenario. The factor 
(G/T)SL stands for the satellite receiver quality factor which includes a few parameters such as 
maximum gain of receiver antenna (GRmax), losses due to polarization mismatch (LPOL), 
pointing losses (LR), satellite antenna transmission line losses (LFRX), surface accuracy losses 
(La), antenna noise temperature due to ground and space (TA), thermodynamic noise 
temperature of transmission lines of the satellite receiver (TF) and finally the active noise 
temperature of on the receiver’s input circuitry (TeRx). The factor 228.6 stands for the Boltzmann 
constant. The factor 10 log(𝐵𝑊) stands for the bandwidth effect. 

The scenarios that have been examined so as to validate the parameters of the uplink and to 
approach the path as more realistically as possible and to define finals terminal antenna KPIs, 
which will be used for the requirements of the antenna design and as input in the downlink 
analysis, are:  
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• scen.F: Scenario-F (Fading losses effect): This scenario examines the effect of different 
values of fading losses as calculated and found in D3.1 from best to worst case scenario. 
These fading losses values are: 5dB, 10dB, 20dB. 

• scen.B: Scenario-B (Bandwidth effect): The effect of the channel bandwidth on the CNR 
vs. Gain performance is examined via this model. The values considered in terms of 
parameter of BW are: 25MHz, 50MHz, 100MHz, 125MHz and 250MHz. 

• scen.I: Scenario-I (Ideal scenario): All losses are minimized so as to find a reference ideal 
scenario as best performance case. Mainly the atmospheric losses are assumed to be 
minimal. 

• scen.R: Scenario-R (Realistic scenario): A more realistic losses scenario like an average 
one. 

The link parameters for all scenarios examined are depicted in Table 3. For all the above 
scenarios elevation angle has been assumed at 90deg as best LOS communication case. 
Moreover, all above scenarios have been examined for LEO satellite distances of 300-500Km. 
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Table 3 Uplink parameters 

Parameter Assumed values 

GTmax: terminal antenna maximum gain [20-40dBi] (parameter to be defined) 

PTx : power transmitted from terminal 0 dBW *(this refers to 1W which is a safe limitation) 
(all scenarios) 

LFTx: terminal feedline losses 
1dB (scen.F, scen.B) 
0.1dB (scen.I) 
0.5dB (scen.R) 

θΤ: pointing accuracy  
LT(θΤ,GΤmax): Pointing Loss [0.06-0.6dB] 

0.1 deg 
0 deg  

La : Surface accuracy loss 
(σ=0.2mm) 

0.06 dB (scen.F, B, R) 
0 dB (scen.I) 

LFS (distance, frequency): 
distance [300-500Km], freq: 28GHz 

170-176dB (scen.F, I, R) 
176dB (scen.B) 

Latm (rain, gas, sparkle): Atmospheric losses 
7.7dB (scen.F, B) 
3dB (scen.I) 
5dB (scen.R) 

LDEPOL: depolarization losses due to rain and ice 
1dB: (scen.F, B) 
0dB: (scen.I) 
0.5dB: (scen.R) 

Lsand: sandstorm losses 
1dB: (scen.F, B) 
0dB: (scen.I) 
0.5dB: (scen.R) 

(G/T):  
(Average value) 10dB (all scenarios) 

BW: 
 [25, 50, 100, 125, 250 MHz] 

100MHz (scen.F, I, R) 
[25, 50, 100, 125, 250dB] (scen.B) 

Lfading: Fading Loss 5dB (scen.B, I, R) 
[5, 10, 20dB] (scen.F) 
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Scen.F: Scenario-F (Fading losses effect) 

The calculation results of this scenario are depicted in Figure 2-5. It can be stated that: 

• 20dB fading loss yields very low CNR estimation for all distances examined 

• 5dB seems sufficiently improved. 

• The target 30dBi gain yields acceptable CNR (>-1.5dB) for Lfading 5dB and distances 
300Km-450Km. 

 

Figure 2-5: Scen F uplink calculations results (CNR vs. Terminal antenna maximum Gain) 
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Scen.B: Scenario-B (Bandwidth effect) 

The calculation results of this scenario are depicted in Figure 2-6. It can be stated that: 

• The Bandwidth scenario has been examined for the worst case of distance equal to 500Km 

• The increase of the channel BW deteriorates CNR. 

• The aim of 30dBi gain can achieve acceptable CNR for channel BW of 25 and 50MHz. 

 

 

Figure 2-6: Scen B uplink calculations results (CNR vs. Terminal antenna maximum Gain) 
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scen.I: Scenario-I (Ideal scenario) 

• The calculation results of this scenario are depicted in Figure 2-7. It can be stated that: 

• The ideal scenario yields very good CNR for all distances at 34 dBi gain and decent CNR 
for 30dBi gain. 

• These curves can be assumed that they represent the upper achievable threshold. 

 

Figure 2-7: Scen I. uplink calculations results (CNR vs. Terminal antenna maximum Gain) 
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scen.R: Scenario-R (Realistic scenario) 

The calculation results of this scenario are depicted in Figure 2-8. It can be stated that: 

• The realistic scenario yields very good CNR for Gain above 30dBi for all distances 
examined 

• The realistic scenario yields satisfactory CNR (≥0 dB) for Gain above 30dBi for all 
distances examined 

• For CNR=-1.5dB, Upload bitrate=20Mbps and BW=100MHz the achieved Eb/No=5.5dB is 
easily targeted with gain of 27dBi and above for all examined distances. 

 

Figure 2-8: Scen R. uplink calculations results (CNR vs. Terminal antenna maximum Gain) 
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Link budget analysis (elevation angle effect) 

The scenarios examined so far assumed elevation angle of 90deg. In real conditions the 
change of elevation angle from 90deg will vary the terminal to satellite distance. So, it is 
important to assess the effect onto link budget performance. Generally, it can be stated that 
the elevation angle affects the losses. The losses mainly increase due to distance increase. 

Elevation angle geometry, user distance and its parameters can be seen in Figure 2-9 [4]. 

Figure 2-9: Geometry of user’s distance vs. satellite distance and elevation angle [4] 

 

The definition of the geometric parameters in Figure 2-9 are presented in Table 4. 

The visible surface on a sphere with a radius R at location u of the user is given by: 

 𝐴 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: {𝑥2 + 𝑦2 + 𝑧2 = 𝑅2} ∩ {𝑧 > 𝑅𝐴}},  (2-10) 

where:  𝑅𝐴 = 𝑑𝑚𝑎𝑥𝑠𝑖𝑛𝜔𝑚𝑖𝑛 + 𝑅𝐸 

and:  𝑑𝑚𝑎𝑥 = −𝑅𝐸𝑠𝑖𝑛𝜔𝑚𝑖𝑛 + √(𝑅𝐸𝑠𝑖𝑛𝜔𝑚𝑖𝑛)2 + 2𝑅𝐸𝑅ℎ + 𝑅ℎ2 
 

Table 4 Definition of geometrical parameters 

Symbol Definition 

RE, Rh, R Radius of the Earth, altitude of satellites, and radius of satellite orbits 

u Location of the user to measure performance: (0,0,RE) ωmin Minimum elevation angle 

A Visible surface on a sphere with a radius R at u 

RA Distance between the center of the Earth and the base of A 
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dmax Maximum distance between u and A ζn, vn The n-th orbit and its associated unit normal vector ζn Visible region of ζn by the user at u θn, ϕn Polar angle and azimuth angle of vn Φn All satellites on ζn λ Density of satellites on each orbit 

The results of the geometrical calculations can be seen in Figure 2-10. The distance 
significantly increases in relation with the elevation angle. The extra propagation losses added 
due to geometry change can be seen in Figure 2-11 and Figure 2-12. It can be set that down 
to 50 deg elevation angle the losses are manageable roughly up to 2dB. Below this angle the 
losses start to significantly deteriorate the system. So, we settle as goal for the antenna beam 
steering performance a range of 80 deg. 

Finally, the change of the elevation angle does not only affect the free space loss, but the 
atmospheric losses, the gas attenuation, depolarization losses and the thermal noise as well. 
These extra losses have been already accounted by the fading and the use of worst-case 
scenario values of the referred losses for the 90deg elevation angle scenario. 

 

Figure 2-10: Loss increase vs. elevation angles 
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Figure 2-11: Satellite distance vs. elevation angles 

 

Figure 2-12: Free space losses vs. elevation angles 

Concluding, it is noted that the basic terminal antenna KPIs have been defined based on the 
uplink analysis as follows in Table 5. 

 

 

Table 5 KPIs of Terminal Antenna 
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Parameter Value 

Antenna array dimensions 10 cm × 10 cm 

Gain 30 dBi 

Steering angular range 80° 

Power handling 1 W 

Pointing accuracy 0.1° 

Surface accuracy 0.02 λ 

Bandwidth (BW) ≥ 100 MHz 

Feed losses 0.5 dB 

Polarization Circular (CP) 

 

2.1.4 Downlink analysis 

We have also validated the downlink budget parameters via conducting a proper analysis, 
using mainly the parameters from realistic scenario conducted in the case of the uplink 
analysis. 𝐶𝑁𝑅𝐷[𝑑𝐵] =  𝐸𝐼𝑅𝑃𝑆𝐿[𝑑𝐵𝑊] −  𝐿𝐷[𝑑𝐵] +  (𝐺 𝑇⁄ )𝑇[𝑑𝐵𝐾−1] + 228.6 [𝑑𝐵𝑊𝐻𝑧𝐾 ] − 10 log(𝐵𝑊) [𝑑𝐵𝐻𝑧]
  (2-11) 

The factors of the CNRD are linked with both the terminal antenna receiver and the satellite 
antenna transmitter. More specifically the EIRP is the effective isotropic radiated power of the 
satellite transmitter, and it is affected by the power transmitted (PTx), the maximum Gain of 
satellite antenna (GSLmax), the pointing losses (LT), the transmission line feed and mismatch 
losses (LFTX) and finally the surface accuracy losses (La). Obviously the EIRP describes the 
characteristics of the Satellite Antenna and Transmitter. The factor LD stands for environmental 
losses such as free space loss (LFS), the atmospheric losses (Latm) which include the gas 
attenuation, rain attenuation and scintillation as analytically presented in D3.1 [1]. Also, the 
atmospheric losses include depolarization losses (LDEPOL) due to rain and ice, sandstorm 
losses (Lsand) and the fading losses (Lfading) as calculated and simulated in D3.1 representing a 
general margin of the propagation scenario. The factor (G/T)T stands for the terminal receiver 
quality factor which includes a few parameters such as maximum gain of receiver antenna 
(GTmax), losses due to polarization mismatch (LPOL), pointing losses (LR), terminal antenna 
transmission line losses (LFRX), surface accuracy losses (La), antenna noise temperature due 
to ground and space (TA), thermodynamic noise temperature of transmission lines of the 
satellite receiver (TF), the rain extra noise temperature (TRAIN) the active noise temperature of 
on the receiver’s input circuitry (TeRx). The factor 228.6 stands for the Boltzmann constant. The 
factor 10 log(𝐵𝑊) stands for the bandwidth effect. 

The scenarios that have been examined to validate the parameters of the downlink and to 
realistically approach the path are:  

• scen.P: Scenario-P (Transmitted power effect): This scenario examines the effect of 
different values of transmitted satellite power. These values are: 75W, 80W, 85W, 90W, 
95W, 100W, 316W (Maximum ideal case). 
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• scen.Q: Scenario-Q (receiver’s Quality factor effect): The effect of the G/T of the terminal 
antenna on the CNR vs. satellite Gain performance is examined via this model. The values 
examined in terms of parameter of G/T are: -1dB (REALISTIC); 3dB (AVERAGE); 6.19dB 
(LITERATURE IDEAL). 

• scen.R: Scenario-R (Realistic scenario): All link parameters and losses settled to 
represent realistic scenario. 

The link parameters for all scenarios examined are depicted in Table 6. For all the above 
scenarios, an elevation angle of 90deg has been assumed as best LOS communication case. 
Finally, all above scenarios have been examined for LEO satellite distances of 300-500Km. 

Table 6 Downlink parameters 

Parameter Assumed values 

GSLtmax: satellite antenna maximum gain [20-40dBi] (literature defines it as 39dBi) 

PTx : power transmitted from satellite 
75W, 80W, 85W, 90W, 95W, 100W, 316W 
(Maximum ideal case) (scen.P) 
75W (scen.Q, R) 

LFRx: terminal feedline losses 0.5dB (all scenarios) 

θΤ: pointing accuracy  
LT(θΤ,GΤmax): Pointing Loss [0.06-0.6dB] 0.1 deg 

La : Surface accuracy loss 
(σ=0.2mm) 

0.06 dB (all scenarios) 

LFS (distance, frequency): 
distance [300-500Km], freq: 28GHz 170-176dB (all scenarios) 

Latm (rain, gas, sparkle): Atmospheric losses 5dB (all scenarios) 

LDEPOL: depolarization losses due to rain and ice 0.5dB: (all scenarios) 

Lsand: sandstorm losses 0.5dB: (all scenarios) 

(G/T):  
-1dB (scen. P, R) 
-1dB; 3dB; 6.19dB (scen.Q) 

BW: 200MHz (all scenarios) 

Lfading: Fading Loss 5dB (all scenarios) 

 

The respective diagrams representing the calculated results from the above three scenarios 
(P, Q, R) are shown respectively in Figure 2-13, Figure 2-14, Figure 2-15.  
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Figure 2-13: Scen P. downlink calculations results (CNR vs. Satellite antenna maximum Gain) 

 

Figure 2-14: Scen Q. downlink calculations results (CNR vs. Satellite antenna maximum Gain) 
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Figure 2-15: Scen R. downlink calculations results (CNR vs. Satellite antenna maximum Gain) 

 

Considering the satellite antenna at 39dBi as indicated in [3] it can be said that the required 
2.5dB CNR can be easily achieved. Based on these diagrams the satellite antenna can cover 
the required CNR by a 32dBi gain for all examined satellite to user distances. Taking into 
account the losses calculated vs. the change in elevation angle, then 34dBi gain value of the 
satellite antenna would be adequate to safely meeting the requirements. So, the requirements 
can be covered by a satellite antenna with 34dBi gain which means that a smaller size satellite 
antenna is required. 

2.2 ANTENNA DESIGN FOR USER TERMINAL  
This section describes the simulation results of the phased array antenna design, including 
single element performance, sub-array characteristics, full-array performance and beam 
steering capabilities. These results are evaluated against the specified KPI’s which are 
analytically described. 

2.2.1 Base line design  

The need for limited dimensions of the antenna along with the requirement for high directivity 
(gain) and beam-steering capability, led us to adopt the phased array antenna as the design 
concept. Also considering that the system will support time division duplex (TDM) i.e. 
transmission and reception will use the same frequency band (at 28 GHz) in different time 
slots, we consider the proposed antenna to be used as a TX/RX antenna. 

2.2.2 Antenna requirements 

Based on the previous Link Budget analysis, the KPIs of the antenna that is designed are 
determined. The antenna RF performance requirements are summarized in Table 7. It can be 
seen that the gain is quite demanding and represents a high gain antenna (HGA). The total 
antenna BW is at least 2GHz, so as to provide 10 channels for uplink and 5 channels for 
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downlink. The scanning range across all antenna’s radiation planes (phi=0o, 10o, ….45o… 90o 
etc.) is considered to be 80o, with theta angles to cover the range from -40o to +40o. Polarization 
is CP, which provides a broadside radiation performance around the planes of the antenna, as 
described in previous sub-section. The SLL is required to meet the minimum of 15dB which 
could provide minimum possible interference in terms of satellite link. The axial ratio as an 
indicative of the circular polarization purity is settled below 2dB. The ideal case would be to 
achieve 0dB axial ratio, at least in a simulation level. 

Table 7. Antenna Requirements 

Antenna 
Parameter Requirement 

 Antenna Parameter 
Requirement 

Center frequency 28 GHz  Return Loss S11< -10dB 

BW ≥2GHz  Sidelobe Level < -15dB 

Gain >30dBi  X-polar Level < -30dB 

Scan Angular 
Range 

≥80o (±40o) 
 

Axial Ratio < 2dB 

Polarization 
CP (LHCP or 
RHCP) 

  
 

 

2.2.3 Phased array antenna design 

According to the adopted antenna design concept, the basic structural parts of a phased array 
antenna are presented in Figure 2-16. The structural parts are divided into three basic layers: 
a) antenna elements layer, b) feeding network layer and c) the beamforming algorithms ICs. 
NCSRD contribution to the project concerns the design and analysis through simulation of the 
first two layers of the antenna structure (“Radiator antenna elements layer” and “Feeding 
network layer”). At the third layer the beamforming algorithm is the algorithm that is usually 
implemented using integrated circuits (ICs). The design of the third layer is out of the scope of 
the project. 

The top layer is the main radiator part and the other two layers form together the beamforming 
network. The top layer includes the phased array antenna, which is formed by the unit cells (or 
sub-arrays) periodically placed to geometrically form the large array. The middle layer, feeding 
network will include at least the microstrip line interconnecting the antenna elements with the 
IC beamforming layer. Depending on the defined periodical structure, single element or 
specific elements forming a sub-array, can additionally include power divider lines and possible 
solid state or passive phase shifters. The work conducted by NCSRD examines both cases 
using a single element or a predefined sub-array (formed by single elements with specific 
phase rotation between each other).  

The design case of single element as a unit cell which forms the large array will include in the 
feeding network a grounded coplanar waveguide line. The second design case was also 
examined, where the sub-array is formed by four elements with sequential 90deg phase 
rotation. The feeding network in that case will additionally include a power divider and phase 
shifters. The last two parts are formed using SIW (substrate integrated waveguide) and stripline 
technologies. The bottom layer includes the main power feeding and the beamforming 
algorithm chip. 
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Figure 2-16: Basic structural parts of the antenna phased array 

 

2.2.4 Detailed antenna design 

2.2.4.1 Antenna element Radiator 

A simple probe-fed microstrip patch antenna topology has been selected for the design of the 
element radiator. This is a probe feed circular polarized patch antenna operating 28GHz. The 
initial design of the element is a rectangular patch with truncated corners in order to realize 
circular polarization. The optimized geometry of the antenna element is presented in Figure 
2-17. The top layer of the element is the main radiator truncated patch simulated with copper 
material, the middle layer is a Rogers substrate with εr=3.51 and tanδ=0.0031. Finally, the 
bottom layer is a full ground plane simulated with copper. The conductive copper parts are 
considered to be 35um thick. 

 

Figure 2-17: Single Antenna element geometry 

Beamforming Network 
(BFN) 

Radiator Antenna  
elements layer 

Feeding network layer  

Beamforming algorithm ICs 

Feeding network  
(power splitters, phase shifters)  

Radiating elements 
(patches)  
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The results of the RF performance analysis of the antenna element are presented as follows 
(Figure 2-18 to Figure 2-21). 

Reflection Coefficient: 

The simulated reflection coefficient (S11) of the single antenna element demonstrates good 
impedance matching across the target frequency range (200MHz around 28GHz as discussed 
in previous sub-section where the terminal antenna requirements have been determined). As 
shown in Figure 2-18 the S11 remains below –10 dB at 28 GHz, fulfilling the impedance 
matching requirement and ensuring minimal power reflection. 

Gain vs. Frequency: 

Figure 2-19 illustrates the gain performance of the antenna element over frequency. The 
element achieves a peak gain at 28 GHz, indicating efficient radiation in alignment with the 
design target. 

Radiation Pattern: 

The radiation pattern in Figure 2-20 shows the right-hand circular polarization (RHCP) and left-
hand circular polarization (LHCP) components. The dominance of RHCP over LHCP confirms 
polarization purity, an essential criterion for system performance. 

Axial Ratio: 

The axial ratio (AR) at 28 GHz is below 2 dB, as shown in Figure 2-21, meeting the design 
requirement for circular polarization quality and indicating minimal polarization distortion. 

 

Figure 2-18 Single Antenna Element Reflection coefficient 
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Figure 2-19 Single Antenna Element max Gain per Frequency 
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Figure 2-20 Single Antenna Element Radiation Pattern (RHCP and LHCP components) at 28GHz 

 

 

Figure 2-21 Single Antenna Element Axial Ratio at 28GHz 
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2.2.4.2 Array design 

This is the “single element” design scenario. It includes a single periodically repeated element 
all over the array geometry (Figure 2-22). The main advantage of this array is that the distance 
between repeated, autonomous phase elements is equal and below λ/2 at 28GHz, meeting 
the theoretical requirement to reduce grating lobes of the array antenna. A disadvantage of 
design case is that independent feeding point is required for every element, increasing feeding 
layer complexity (chip controllers, power splitters, feeding lines etc.). Another disadvantage is 
the limited CP performance (polarization purity) in the operating frequency bandwidth. 

 

Figure 2-22 Large array 20 X 20 elements (“single element design scenario”) 
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Figure 2-23 Beam steering performance of 20x20 phased array antenna at 28GHz at plane XZ 
(phi=0deg) with equal element amplitude distribution 

 

 

Figure 2-24 Beam steering performance of 20x20 phased array antenna at 28GHz at plane XZ 
(phi=0deg) with Gaussian element amplitude taper distribution 

The beam-steering performance of the large antenna phased array is depicted in Figure 2-23, 
Figure 2-24. The simulated radiation results are for different element amplitude distributions, 
for theta steer angles between 0deg-45deg. The Gaussian amplitude distribution yields 
enhanced performance in terms of side lobes with slightly reduced maximum gain. The scan 
loss is slightly improved as well and is equal to 1.49dB. The results yielded for the beam 
steering performance are very good. The axial ratio for the Gaussian amplitude distribution for 
the examined steered angles are shown in Figure 2-25. The Axial ratio is below 3dB up to 
30deg steer angles, yielding circular polarization purity. The beam steer angles of 40deg and 
45deg are between 3-6dB, yielding acceptable circular to elliptical polarization performance. 

. 
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Figure 2-25 Axial ratio performance of 20x20 phased array antenna at 28GHz at plane XZ (phi=0deg) 
with Gaussian element amplitude taper distribution for examined beam steered angles (0deg, 10deg, 

20deg, 30deg, 40deg, 45deg). 
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2.2.4.3  Case study: 8x8 element array  

As a proof of concept, the 8x8 “single element” design concept array is simulated. The array 
geometry is shown in Figure 2-26. The larger dimension of the array is lower than 4cm, making 
it quite compact. The required computational resources and analysis time to complete the 
electromagnetic simulations are match smaller and more manageable than those required for 
the 20 X 20 design. On the other hand, the conclusions drawn from the simulations can be 
projected from the 8X8 to the 20X20 array as the basic element is the same. This design 
although, as expected, has a much lower gain than the corresponding one with the 20X20 
elements, presented above, was used to study other performance parameters such as the 
impedance matching of the antenna, the bandwidth and the characteristics of the polarization 
regarding the frequency bandwidth and the scanning angular range. However, it should be 
taken into consideration that the scanning range and performance can be reduced in the case 
of using less elements by increasing scan loss and side lobe levels. 

 

Figure 2-26 Proof of concept array 8 X 8 elements (“single element” design concept) 

 

The results of the RF performance analysis of the 8X8 array are presented in the following 
(Figure 2-27 to Figure 2-31). 
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S-Parameter Evaluation: 

The simulated S-parameters (Figure 2-27) confirm that the array maintains S11 values below 
–10 dB, indicating good matching. Mutual coupling (Figure 2-28) among elements is also kept 
low, supporting effective beamforming capabilities. 

Gain and Polarization Performance: 

The array achieves high gain and maintains acceptable axial ratio at 28 GHz. This 
demonstrates the successful upscaling from a single element while retaining polarization 
quality and gain performance as can be seen in  
Figure 2-29. 

Frequency Response: 

The array shows consistent gain performance across frequency, with a peak of 21.55 dBi at 
28 GHz. This further validates the radiating structure’s suitability for wideband phased array 
applications. 

Beam steering: 

The beam steering capability of flat element magnitude taper distribution is shown in, Figure 
2-30 for phi=0deg and theta=0deg to 45deg) with scan loss of 1.7dB and acceptable to low 
SLL without any grating lobe showing up. The co-phased array yields an excellent beam 
steering ability (Figure 2-31) when the element amplitude taper is simulated as Gaussian 
where the scan loss is decreased at 1.49 dB and the worst SLL at 45deg theta angle is 
improved by 7dB compared to the same amplitude distribution. Additionally, from Figure 2-31 
it can be noticed and validated the assumption that the less elements yield deteriorated 
performance compared with the 400 elements in terms of scanning angle range and SLL where 
it is decreased by 3dB. 

 

Figure 2-27 Simulated Reflection Coefficient S-parameters of 8x8 single element array 

 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 50 of 162 © 2023-2025 ETHER Consortium 

Figure 2-28 Simulated Transmission Coefficient S-parameters of 8x8 single element array 

 
Figure 2-29 Simulated maximum antenna Gain vs. frequency 
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Figure 2-30 Beam steering performance of 8x8 phased array antenna at 28GHz at plane XZ 
(phi=0deg) with flat element amplitude taper distribution 

 

 

Figure 2-31 Beam steering performance of co-phase 8x8 phased array antenna at 28GHz at plane XZ 
(phi=0deg) with Gaussian element amplitude taper distribution 
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2.2.5 Array Antenna design concepts for prototyping  

From the previous analysis it can be followed that by utilizing the array element design 
presented above and developing an array of 20X20 elements, an array antenna that meets the 
requirements of our application can be successfully designed. Within the framework of the 
project, we intend to prove the basic performance characteristics of the proposed antenna 
array through measurements. As already mentioned, this specific design concept, despite its 
very good RF performance, presents a very high level of complexity in the feeding network 
even in the downsized version of 8X8 elements. For this reason and with the aim of 
implementing an antenna experimental prototype (Demo-design) that can be used to prove 
through measurements the feasibility of implementing a phased array antenna satisfying the 
ETHER terminal antenna requirements, we have examined two design options: Demo-design 
concept-1 and concept-2.  

The first design concept will basically use the array element presented above, but the array is 
practically formed by using groups of four such elements (use of 4-elements sub-array).  

The second design concept will use the same array element used for the proposed 20X20 
array to form an array with match smaller number of elements (i.e. 4X4 elements). 

In order to select between the above designs the one that we will use for the antenna 
prototyping we made sure that the two designs had the same dimensions (same gain) and 
used the same number of feeding points. 

2.2.5.1 Concept-1: Array antenna design based on Sub-array for sequential phase 
rotation 

The initial design had to be modified to use the four-elements sub-array instead of the 
proposed single element. This design scenario proposes an array to be developed by using a 
sub-array assembled by four-unit cell patches. The sub-array is composed of 2x2 elements 
(patches), which are sequentially 90deg-step rotated in terms of both spatial element 
orientation and phase of element RF-excitation. Sequential rotation has been proved to be a 
technique that can significantly enhance the AR bandwidth and CP purity, while improving the 
pattern symmetry of the array. Hence, this sub-array is similar to the element that has been 
periodically copied to form the large array. Main advantage of this scenario is the polarization 
purity over the large bandwidth (26-32GHz). Another advantage is the requirement of less 
feeding points considering the same number of elements, as long as one feeding is required 
per sub-array (per four elements). A drawback is the significant increased grating lobes in 
beam steering angles, due to the increment of the distance between the array elements (sub-
arrays) which is larger than λ/2. 

Sub-array performance 

The sub-array consists of multiple single elements arranged to form a radiating unit. Figure 
2-32 presents the design layout, which serves as a fundamental building block for full-array 
construction. 

S-Parameter Evaluation: 

The simulated S-parameters (Figure 2-33) confirm that the sub-array maintains S11 values 
below –10 dB, indicating good matching. Mutual coupling among elements is also kept low, 
supporting effective beamforming capabilities. 

 

Gain and Polarization Performance: 
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The sub-array achieves high gain and maintains a low axial ratio at 28 GHz, as seen in Figure 
2-34. This demonstrates the successful upscaling from a single element while retaining 
polarization quality and gain performance. 

Frequency Response: 

The sub-array shows consistent gain performance across frequency band (Figure 2-35), with 
a center peak at the design frequency of 29 GHz. This further validates the radiating structure’s 
suitability for wideband phased array applications. 

Radiation performance: 

In Figure 2-36 the radiation patterns of the sub-array antenna yields broadside radiation with 
medium Gain of 10dBi approximately and effective discrimination between co-polar and cross-
polar components validating the CP purity. 

 

Figure 2-32 Sub-array design geometry 
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Figure 2-33 Sub-array S-parameters performance 

 

 

Figure 2-34 Sub-array Gain and Axial Ratio performance at 28GHz (phi=0deg-red, phi=90deg-blue) 
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Figure 2-35 Sub-array Antenna Element max Gain per Frequency 

 

 

Figure 2-36 Radiation patterns of co and x-polar circular polarization components of sub-array at 
28GHz 
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Sub-array feeding network 

The sub-array feeding network can be implemented in multilayer structures using various 
techniques. Power dividers and phase shifters can be realized using cylindrical conductive 
posts, SIW (substrate integrated waveguide) delay lines, and stripline configurations to achieve 
compact and efficient beamforming functionality. After thorough investigation, via simulations 
and considering physical limitations and fabrication complexity, we have adopted the use of 
striplines. To implement the desired 90° phase shift in a 2×2 sequentially rotated antenna sub-
array, we employ stripline transmission lines with precision-engineered meander paths of 
varying lengths. This approach provides accurate phase control while ensuring 
electromagnetic isolation, compactness, and minimal radiation loss in dense RF front-end 
environments. Stripline technology is chosen over microstrip for its superior shielding 
characteristics and consistent propagation environment. In a stripline configuration, the signal 
conductor is sandwiched between two ground planes within a homogeneous dielectric 
substrate. This symmetric structure offers reduced susceptibility to external interference and 
suppresses spurious radiation, which is particularly beneficial when routing closely spaced 
delay lines in phased array architectures. Moreover, the width of striplines, when compared to 
microstrip lines with the same substrate characteristics, reduce to half, offering significant help 
to the design of the meander lines. 

To achieve the necessary 90° incremental phase shifts across the four elements of the 
subarray (i.e., 0°, 90°, 180°, and 270°), we implement meandered stripline paths of different 
electrical lengths. The delay for each path is determined based on the effective dielectric 
constant 𝜀𝑒𝑓𝑓  of the stripline and the target operating frequency, 𝑓. Given a wavelength 𝜆𝑔 =𝑐𝑓∙√𝜀𝑒𝑓𝑓 in the guided medium, a 90° phase shift corresponds to a physical line length difference 

of 𝜆𝑔/4. Accordingly, each arm of the feed network is designed with a progressive multiple of 𝜆𝑔/4, implemented through compact meander geometries to conserve substrate area. 

The use of meandered stripline paths enables precise phase matching while maintaining a 
low-profile, planar layout suitable for multilayer integration. By optimizing the spacing and 
length of each meander line, it is minimized any coupling effect that could degrade the phase 
accuracy or impedance matching of the feed network. Full-wave electromagnetic simulations 
(CST Studio Suite) are used to validate the phase performance and power division of each 
path, ensuring that the sequential feeding mechanism achieves the required circular 
polarization synthesis in the far-field radiation pattern of the subarray.  

Figure 2-37 presents both the top-view and side-view of the designed feeding network. Port 
#5 serves as the input port and is matched to a 50 Ohm source. The input power is equally 
split into two branches, each routed through a transmission line with a target characteristic 
impedance of 25 Ohm, denoted with a length of 𝐿25. To ensure proper impedance matching at 
the junction between the 50 Ohm input line and the two parallel 25 Ohm branches (with present 
combined impedance of 12.5 Ohm), a quarter wavelength transformer is employed. This 
transformer is design to be equal to 𝜆𝑔/4, which is about 𝑙 = 1.384 𝑚𝑚 long, and it has width 
of 0.75mm. At the far end of each 𝐿25 line, the connection transitions to two parallel 50 Ohm 
lines. Since the combined parallel impedance of these lines is again 25 Ohm, no additional 
impedance transformation is required at these junctions. The geometry of all delay lines is 
illustrated in the Figure below, and the dimensions are given in Table 8. 
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Figure 2-37 Τop-view and side-view of the designed feeding network. 

 

From the side view in Figure 2-37, we can see that the stripline is embedded between two 
ground planes, ground #1 and ground #2, forming a symmetric and shielded transmission 
structure. Port #5 is positioned on one side of the structure and serves as the input port. On 
the opposite side, Ports #1 through #4 are coming out from the other side of the structure and 
are intended for connection to the respective antenna elements in the sub-array. 

Table 8 Dimensions of stripline forming the passive sequential phase rotator 

Parameter Value  Parameter Value 

Lx, Ly 10.60 mm  m1 1.00 mm 

L25 6.35 mm  m2 1.79 mm 

L50 6.66 mm  m3 2.40 mm 

m0 1.00 mm  f, s 0.44 mm 
 
 

Antenna array design with 20X20 elements 
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Based on the above-described sub-array element, a 20×20 element array, with overall 
dimensions of 10.7 cm × 10.7 cm, was also designed to meet the final system specifications. 
The array achieves a gain of approximately 30 dBi. 

Figure 2-38 20X20 elements array using sub-array design concept 

 

For the analysis of this design concept a downsized 8×8 array with the same sub-array has 
been used.  

Antenna array design with 8X8 elements 

An 8×8 element phased array was designed and simulated as a proof-of-concept 
demonstrator. As shown in Figure 2-39. 

Reflection and Transmission Coefficients: 

Figure 2-40 and Figure 2-41 present the reflection (Sii) and transmission (Sij) coefficients, 
forming the S-Parameters table. All diagonal elements remain below –10 dB, indicating 
effective input matching, while off-diagonal terms remain sufficiently low below -15dB, and 
confirming minimal mutual coupling between elements. 

Gain Performance: 
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The total gain performance across frequency is presented in Figure 2-42. The array achieves 
maximum gain near 29 GHz, in line with the expected full-array performance (approx. 30 dBi). 

Beam Steering Capabilities: 

Figure 2-43 depicts the beam scanning results in the XZ-plane (φ = 0°) at 28 GHz. The element 
amplitude tapering that has been followed is the Gaussian one as a more effective in terms of 
providing the lowest possible SLL. Beam steering is effective up to 10deg and barely 
acceptable at 20deg. Above these angles grating lobe domination is noticed. The non-
acceptable steering performance can be seen from the high scan loss of 6dB. To mitigate this 
specific drawback, the size of the sub-array was reduced by increasing the relative permittivity 
(εr) of the dielectric substrate. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-39 8X8 element array formed by the sub-array 

 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 60 of 162 © 2023-2025 ETHER Consortium 

 

Figure 2-40 Array indicative reflection coefficients S(i,i) 

 

 

 

Figure 2-41 Array indicative transmission coefficients S(i,j) 

 

 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 61 of 162 © 2023-2025 ETHER Consortium 

 

Figure 2-42 Array Antenna total max Gain per Frequency 

 

 

Figure 2-43 Scanning theta angles of array at 28GHz and plane XZ-phi=0o 

Reduced size sub-array element 

By using a Rogers 3210 substrate with dielectric permittivity (εr) equal to 10.2 and appropriately 
redesign the radiating element, a reduction of almost half the physical size of the sub-array is 
achieved.  

The reduced size sub-array consists of four single elements arranged to form the radiating unit.  

Figure 2-44 presents the design layout, which serves as a fundamental building block for full-
array construction. 
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S-Parameter Evaluation: 

The simulated S-parameters (Figure 2-45) confirm that the sub-array maintains S11 values 
below –10 dB, indicating good matching. Mutual coupling among elements is increased as 
elements came closer, supporting acceptable beamforming capabilities. Still the maximum 6dB 
mutual coupling is acceptably reduced. 

Gain and Polarization Performance: 

The sub-array achieves high gain and maintains a low axial ratio at 28 GHz, as seen in Figure 
2-46. This demonstrates the successful upscaling from a single element while retaining 
polarization excellent quality and gain performance. 

Frequency Response: 

The sub-array shows consistent gain performance across frequency band (Figure 2-47), with 
a peak gain of 5.8dBi decreased due to physical size limitation, increased dielectric permittivity. 
This further validates the radiating structure’s suitability for wideband phased array 
applications. 

Radiation performance: 

In Figure 2-48 the radiation patterns of the sub-array antenna yields broadside radiation with 
medium gain of 5dBi approximately and effective discrimination between co-polar and cross-
polar components confirming the CP purity. 

 

Figure 2-44 Reduced size Sub-array alternative schematic 
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Figure 2-45 S-parameters simulated results of reduced size sub-array 

 

 

Figure 2-46 Reduced size Sub-array Gain and Axial Ratio performance at 28GHz (phi=0deg-red, 
phi=90deg-blue) 
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Figure 2-47 Reduced size Sub-array Antenna Element max Gain per Frequency 

 

 

Figure 2-48 Radiation patterns of co and x-polar circular polarization components o reduced sizef sub-
array at 28GHz 
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Antenna array design with 8X8 elements with reduced size sub-array 

Based on the reduced size sub-array, it has been developed and analysed by simulation an 
array of 8X8 elements (Figure 2-49 ) in which the distances between the sub-arrays have been 
reduced to approximately λ/2 at 28GHz. This ensures improved grating lobes performance 
while at the same time making it possible to develop and implement a prototype that can be 
used to evaluate through measurements the results and conclusions derived from the analysis 
through simulations of the proposed phased array designs. 

 

 

Figure 2-49 8x8 array design with reduced size sub-arrays 

The beam steering performance can be seen in Figure 2-50 to Figure 2-52 at 28GHz for 3 main 
planes (phi=0deg, phi=90deg and phi=45deg). The theta angles that have been examined for 
the scanning are 0deg up to 40deg. The element amplitude tapering is Gaussian. The scan 
loss is sufficiently improved from previous 6dB down to 1.8dB. This array performs efficient up 
to 30deg of scanning and with acceptable performance up to 40deg. Generally, the scanning 
performance is sufficiently improved and it is summarized in Table 9.  



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 66 of 162 © 2023-2025 ETHER Consortium 

 
Figure 2-50 Beam steering at 28GHz for plane at phi=0deg 

 

 
Figure 2-51 Beam steering at 28GHz for plane at phi=90deg 
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Figure 2-52 Beam steering at 28GHz for plane at phi=45deg 

 

Table 9 Beam steering at 28GHz far field performance parameters 

Steer Angle (deg) Gain (dBi) SLL (dB) Scan loss(dB) 

0 15.27 31.08 

1.86 

10 15.20 31.53 

20 14.92 23.55 

30 14.34 13.30 

40 13.43 7.20 

 

2.2.5.2 Concept-2: Array antenna design based on single element 

In this design, the same array element (Figure 2-22) used for the proposed 20X20 array 
antenna has been used to form an array with 4X4 elements (Figure 2-53). The total size of the 
array is almost the same (18mm x 18mm) as the proposed candidate of Concept-1 design 
(21.2mm x 21.2mm) (Figure 2-49). Both the arrays have 16 feeding points, the deference is 
that the Concept-1 array has 4 times larger number of elements than the Concept-2 one (64 
vs 16). 

The RF performance analysis simulation results regarding beam steering and polarization are 
presented in Figure 2-54 and Figure 2-55. Comparing the corresponding results of design 
Concep-1 (Figure 2-50, Figure 2-51, and Figure 2-52) it is obvious that the Concept-2 array 
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performance regarding the grading lobes is better than Concept-1 array design. On the other 
hand, the first design presents better performance regarding the circular polarization. 

 

Figure 2-53 4 X 4 array elements (co-phased elements) geometry 
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Figure 2-54 Beam steering at 28GHz for plane at phi=0deg, 90deg and 45deg 
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Figure 2-55 Axial ratio performance of 4x4 phased array antenna at 28GHz at plane XZ (phi=0deg) 
with Gaussian element amplitude taper distribution for examined beam steered angles (0deg, 10deg, 

20deg, 30deg, 40deg, 45deg). 

 

Table 10 Trade-off parameters for Concepts 1 and 2 

Concept Gain/Losses 
CP 
Polarization 

BW 
Beam Steer No. of 

elements 
Prototyping 
Complexity 

1 Very Good Excellent Excellent Very Good 1600 High 

2 Excellent Acceptable Very Good Excellent 400 Fair 

 

In order to select which concept to qualify for demonstration fabrication we have created a 
trade-off Table (Table 10) for both concepts comparing the following parameters: Gain/Losses; 
Circular Polarization; Operational bandwidth (Impedance matching); Beam steer performance; 
Required number of elements (to achieve the 30dBi) and Complexity of prototyping of each 
concept.  
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To summarize, after detailed investigation, two options were studied in depth to select the 
more appropriate one for prototyping. Concept-1 refers to an 8X8 antenna array based on sub-
array and Concept-2 refers to a 4X4 antenna array based on single element. The 8X8 antenna 
array yields more losses than 4X4 antenna array due to higher dielectric losses and 
consequently the latter yields higher Gain. In terms of circular polarization and bandwidth, 8X8 
antenna array is superior due to the use of sequential phase rotation technique. However, 
beam steering capability of 4X4 array is better than 8X8 array due to lower element distance 
which meets the theoretical criterion of being lower than λ/2. Moreover, the required number 
of elements to be used to achieve the required 10cmx10cm 2D array dimensions are 
significantly less when the design is based on single element, due to larger size of its elements 
(lower εr of the substrate). Finally, the prototyping complexity of sub-array design is higher than 
the single element one, mainly due to the use of an extra layer (power divider and passive 
phase shifters). 

Concluding, based on the above data, the 4X4 antenna array is qualified for fabrication and 
demo measurement setup. The selection is mainly based on superior beam steering 
performance and lower complexity of prototyping. 
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3 DISTRIBUTED BEAMFORMING FOR LEO SWARMS AND 
UNIFIED WAVEFORM DESIGN 

Introduction 

The 1st part of this chapter focuses on distrbuted beamforming from swarms of small LEO 
satellites. This is a current research trend that originates from the need to reduce the size of 
the satellites so to reduce the manufacturing and launching costs. Hence, instead of deploying 
large antenna arrays in monolithic large satellites, current early-stage efforts focus on the study 
of creating large virtual arrays from a swarm of small LEO satellites for coherently transmitting 
to ground users. In D3.1 we focused our study on the impact of phase synchronization errors 
for the single-user case. Towards this, a closed-form solution for the distribution of the 
corresponding main-lobe gain has been provided. D3.2 extends such an analysis to the case 
of multiple users that need to be concurrently facilitated by spatial multiplexing. In particular, a 
problem is formulated for finding the optimal precoding vector for maximizing the average sum 
rate under SINR requirements for each user. The problem takes into account the phase 
synchronization errors among the satellites, so it aims to provide a solution that is robust 
against such errors. 

The 2nd part of this chapter focuses on the Orthogonal Time Frequency Space (OTFS) 
modulation. As presented in D3.1, this is a recently introduced modulation type that comes as 
an alternative to OFDM to combat severe Doppler shifts in scenarios with high mobility. Hence, 
it is very relevant to satellite communications due to the very high velocity with respect to Earth 
of LEO satellites and the resulting large Doppler shifts that can well exceed the subcarrier 
spacing for OFDM in standards. In D3.1 results have been presented regarding the comparison 
of OTFS with OFDM for a single-user communication scenario, facilitated by a LEO satellite. 
According to the results OTFS largely outperformed its OFDM counterpart. D3.2 compares two 
versions of OTFS, namely the two-step approach and the single-step Zak transform one, in 
terms of performance and complexity in a LEO related scenario. 

3.1 DISTRIBUTED BEAMFORMING FROM LEO SATELLITE 
SWARMS FOR MULTIUSER SCENARIOS 

Background 

A single LEO satellite for multi beam massive MIMO communication is difficult to deploy due 
to its large size, and high-power requirement. To resolve this issue, the radiating 
elements/antennas are instead divided into multiple small sized satellites which create a 
distributed swarm. In addition to reduction in cost, the satellite swarm also offer the advantage 
of high beamforming gain that could compensate for some of the signal loss which results from 
the high altitude of the satellite. satellite miniaturization and distributed satellite systems (DSS) 
have gained popularity [5], [6].  

DSS are a collection of satellites each carrying one or more antennas to cooperatively perform 
beamforming. This helps distribute the power and resources across multiple smaller satellites, 
which are easier to manage than one large satellite. In pursuit of system of satellites that 
require little intervention from controllers and yield benefits of distributed nodes, satellite 
swarms have been proposed [7]. Swarms are similar to clusters but with significantly larger 
number of satellites [8]. The size of the satellites can be small, which makes them easily 
manageable as well as maneuverable and significantly reduces the required operation cost. 

Proper coordination between satellites in a swarm requires synchronization in time, phase and 
frequency. This calls for inter-satellite communication [9], and ranging techniques to determine 
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the positions of satellites relative to an already known reference frame. It's essential for 
beamforming as the satellites positions determines the precoding weights and phase shifts to 
steer a beam to the desired user/s. Several works have proposed methods for inter-satellite 
ranging. The most common is the master-slave architecture where a central (master) satellite 
acts as a reference point and sends signals to the other satellites, which lock in their phases 
according to the received signal. Highly directive Optical signals can be sent [10], [11], or 
alternatively, RF signal can be broadcasted, and detected by all satellites simultaneously [12]. 
A dual-way ranging where a pair of satellites send signal to each other is discussed in [13]. 

Motivation 

Despite the aforementioned works that estimate satellite positions, and achieve 
synchronization, there will always be unavoidable errors, leading to imperfect synchronization. 
[14], [15]. The precoding design for the swarm must be robust to minimize the performance 
loss as a result of this error. It should, at least, maximize the total throughput reasonably well 
until we encounter an error so high that the beamforming gain through the distributed satellites 
is overwhelmed by the loss due to the synchronization error, after which we expect the 
collocated (no synchronization error) antennas to outperform the DSS. A stochastic weighted 
MMSE (SMMSE) is analyzed in [16], to reformulate a non-convex sum-rate maximization 
problem into an equivalent convex expression. Although this method is effective, it relies on 
sample realizations of the random variable and aggregation of instantaneous solutions until 
convergence. This could take considerable time depending on the size of the parameters 
(number of satellites, number of users ...), and the type of additional constraints we choose to 
impose. The authors of [17], [18] devised a method to minimize the total power consumption 
of satellites under a probabilistic QoS constraint. This method utilizes the Taylor series to 
approximate a function of complex exponentials to polynomial expressions. The stochastic 
constraint is decomposed into a set of convex constraints as shown in [19]. The polynomial 
term is then re-defined into a set of convex expressions. Semidefinite programming (SDP) and 
gaussian randomization are used to solve the reformulated optimization problem. After 
considering previous works, it was observed that a low time complexity precoding design that 
maximizes total throughput and satisfies the QoS constraint is needed.  

System model 

Spiral satellite configuration is assumed, meaning that the position of satellite s is specified by 
the following (in polar coordinates). 

 𝑟𝑠 = 𝑑/√𝜋 × √𝑠 , Ω𝑠  =   2𝜋𝜏𝑠 𝑟𝑠 is distance and Ω𝑠  is angle from the array centre. 
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Figure 3-1: Direct to cell connectivity with LEO satellite swarm 

The following line-of-sight (LOS) channel model is assumed. 

𝒉𝑘 = 𝒂(𝜑𝑘, 𝜃𝑘)𝐿𝑓𝑠(𝜃𝑘) (3-1) 

where 𝐡𝑘 ∈ ℂ1×𝑆 is the channel from the swarm to user k, 𝒂(𝜑𝑘 , 𝜃𝑘) ∈ ℂ1×𝑆 is the array factor, 

and Lfs(θk)  =   λ4 π rk is the free space path loss. 𝑟𝑘 is the distance from swarm centre to user k. 

Thermal noise is modelled as a complex gaussian with zero mean and power of κ 𝐵 𝑇 , where κ, 𝐵, 𝑇 are the Boltzmann constant, bandwidth and temperature respectively.  

Problem formulation and analysis 

The goal is to maximize the expected total sum-rate under the presence of phase errors 𝒆 = [𝑒𝑗ϕ1 , 𝑒𝑗ϕ2 , . . . 𝑒𝑗ϕ𝑆 ]𝐻 . Let the erroneous channel be 𝒉𝑘′  =  𝒉𝑘  ⊙  𝒆 𝐻, then the optimization 
problem can be written as 

𝑚𝑎𝑥𝒗1 ,..𝒗𝐾  𝐸𝜙 [∑ 𝑙𝑜𝑔 (1 + |(𝒉𝑘′ ⊙ 𝒆𝑘∗)𝒗𝑘|2𝜎𝑘2 + ∑ |(𝒉𝑘′ ⊙ 𝒆𝑘∗)𝒗𝑙|2𝑙≠𝑘 )𝐾
𝑘=1 ]  (3-2) 

Subject to: 𝑃(SINRk >  𝜇𝑘) ≥ ∈𝑘 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 75 of 162 © 2023-2025 ETHER Consortium 

𝐦𝒔𝐻𝐕𝐕𝐻𝐦𝑠 ≤  𝑃𝑠 
where 𝒗𝑘  is the precoding vector for user k, 𝐦𝑠 is a vector with (𝐦𝑠 )𝑠  =  1 and 0 everywhere 
else, and 𝑃𝑠 is the power constraint for satellite s. 

According to [18], : 𝑃(SINRk >  𝜇𝑘) ≥ ∈𝑘 can be decomposed into a set of deterministic 
constraint as follows. 

 C1: ∑ 𝒁𝑖,[𝑗,𝑘][𝑗,𝑘] − 1 + Tr(𝑭𝒊)  ≥ 2√− ln(1−∈𝑖) (𝑥𝑖 + 𝑦𝑖)  
 

 C2: 12√2 ‖𝑮𝒊‖2  ≤  𝑥𝑖 
C3: 𝑣𝑖‖𝑣𝑒𝑐(𝑭𝑖)‖2 ≤  𝑦𝑖 (3-3) 

 C4: 𝒁𝒊 =  𝑿𝒊 + 𝒀𝒊 
 C5: 𝑭𝒊 = 𝑓(𝑿𝑖), 𝑮𝒊 = 𝑔(𝒀𝑖),  
 C6: 𝑽i ≽ 0 

To achieve that the non-convex objective function is reformulated into a convex problem using 
the stochastic MMSE [16]. After adding the quality of service (QoS) constraint, we define the 
following optimization problem. 

Define 𝐄𝑘(𝐕, 𝐇) as the following, 𝐄𝑘(𝐕, 𝐇) = (1 − (𝒆𝑘𝐻 × 𝑀𝑘)𝑣𝑘)(1 − (𝒆𝑘𝐻 × 𝑀𝑘)𝑣𝑘)𝐻  +  ∑(𝒆𝑘𝐻   ×  𝑴𝒌)𝒗𝒋𝒗𝒋𝐻(𝒆𝑘𝐻  ×  𝑴𝒌)𝐻  𝑗≠𝑘  

= 1 − 2𝑅𝑒(𝑒𝑘𝑴𝒌𝒗𝒌) +  𝑒𝑘𝑴𝒌𝒗𝒌𝐯𝑘𝐻𝐌𝑘𝐻𝑒𝑘  +  ∑ 𝑒𝑘𝑴𝒌𝒗𝒋𝐯𝑗𝐻𝐌𝑘𝐻𝑒𝑘𝑗≠𝑘  

𝐄 =  E𝜙[𝒆𝑘𝒆𝑘𝐻] and 𝐑𝐤  =  𝐌𝑘𝐻𝐄𝑴𝒌 𝚽𝑘 =  𝐌𝑘𝐻𝒆𝑘𝒆𝑘𝑴𝒌 

 

𝐸𝜙 [∑ 𝑬𝒌(𝑽, 𝒉𝒌)𝐾
𝑘=1 ] = − ∑ 𝟐𝑹𝒆 (𝐸𝜙[𝒆𝑘𝐻]𝑴𝒌𝒗𝒌)  +  ∑ ∑ 𝒗𝑗𝐻𝑹𝑘𝐻𝒗𝑗𝐾

𝑗=1
𝐾

𝑘=1
𝐾

𝑘=1  

 
(3-4) 

 

Moreover, since the relationship 𝐏k = 𝐯k𝐯kH cannot be directly imposed, as it would not be a 
convex constraint, we relax the condition and add a penalty expression into the objective 
function to ensure that the squared-norm of 𝐯k is close to the trace of 𝐏k . Let 𝛽 be our scaling 
coefficient for the penalty. 
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A convex objective function can be reformulated as follows 

 

min𝑉,𝑃,𝑥,𝑦,𝑡 𝐸ϕ [∑ 𝐄𝒌(𝑽, 𝒉𝒌) + 𝛽𝑡 𝐾
𝑘=𝟙 ] 

−𝑇𝑟(𝑷𝒌))  + 𝒗𝑘𝐻𝒗𝒌  ≤ 𝑡 𝑡 ≥ 0 𝐶1 𝑢𝑝𝑡𝑜 𝐶6 

 

 

(3-5) 

 

Simulation results 

Table 11: Simulation parameters 

Parameter Value 

Number of satellites 50 

Number of users 10 

Satellite altitude 600 km 

Antennas per satellite 1 

Number of users 10 

Carrier frequency 3 GHz 

Bandwidth 30 MHz 

Satellite spacing unit (d) 1000𝜆 

Satellite antenna gain 10dB 

Service area coverage 
θ = (−250,250) φ = (−250,250) 

 

The results for the total sum rate of the optimized precoding design is shown in Figure 3-2 
Figure 3-2: Sum rate under an error standard deviation of 200.for error standard deviations of 
20 degrees. It can be seen that the optimized design outperforms the conventional MRT with 
and without the probabilistic QoS. For the selected set of parameters, the probabilistic QoS is 
only satisfied for per satellite power values above 2dBwatt. The empirical probability is 
analyzed from large enough samples. Figure 3-3 shows that, for the selected set of minimum 
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SINR and probability thresholds, the constraint is satisfied for transmit power per satellite 
values above 2dB for 200 std of phase error.  

Figure 3-4 shows the cumulative distribution function (CDF) comparison for the proposed 
approach with and without QoS constraint at 2 dBW total transmit power. The approach without 
QoS sacrifices the SINR of some users in order to maximize the sum rate. Although the case 
with QoS has a slightly lower total sum rate, it satisfies the SINR constraint. 

 

Figure 3-2: Sum rate under an error standard deviation of 200. 
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Figure 3-3: Simulated (empirical) values for the probabilistic criteria 

 

 

Figure 3-4: CDF comparison at 2dBWatt transmit power 
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3.2 UNIFIED WAVEFORM DESIGN  
The recent interest from industry in providing service to general mobile users from integrated 
terrestrial and satellite networks necessitated a unified wave form design. Traditional wireless 
communication waveforms, predominantly Orthogonal Frequency Division Multiplexing 
(OFDM), have achieved widespread success in terrestrial networks, forming the backbone of 
4G, 5G, and Wi-Fi standards. To ensure the network agnostic service to user, OFDM is 
considered a possible unified waveform for both terrestrial and satellite networks. OFDM's  

efficiency in frequency-selective fading channels stems from its ability to divide the available 
bandwidth into multiple orthogonal subcarriers, allowing parallel data transmission. However, 
this approach relies heavily on the assumption of quasi-static channels over each symbol 
duration. This assumption is severely violated in the dynamic LEO satellite environment [20].  

3.2.1 Challenges of Doubly Selective Channels in LEO Satellite Systems 

LEO satellite communication links are inherently characterized by severe channel impairments 
that significantly differentiate them from terrestrial wireless environments. The high orbital 
velocities of LEO satellites, which can reach tens of thousands of kilometres per hour, induce 
substantial Doppler shifts. These shifts can manifest as frequency variations ranging from 
several kilohertz (kHz) in the S-band to tens of kHz in the Ka-band, magnitudes that far exceed 
those typically observed in terrestrial cellular networks. Furthermore, user mobility on the 
ground can contribute to these already pronounced Doppler effects [21]. 

In addition to significant Doppler shifts, LEO satellite links are also marked by long propagation 
delays, a direct consequence of the satellites' altitudes, which typically range from 500 km to 
2000 km. The dynamic and time-varying geometry of the satellite-user link, coupled with these 
delays, leads to considerable delay variations and multipath spread. The confluence of large 
Doppler shifts (indicating time-varying channels) and extensive multipath propagation 
(indicating frequency-selective channels) results in what are termed "doubly-selective 
channels" [20]. These channels are characterized by rapid time-variance, making the 
acquisition and maintenance of accurate instantaneous Channel State Information (CSI) an 
extremely challenging task. The fundamental physical characteristic of LEO satellites, their 
high orbital velocity, is the direct cause of these severe Doppler shifts. These shifts, in turn, 
lead to rapidly time-varying channels that fundamentally violate the quasi-static assumptions 
of conventional modulation schemes, thereby degrading their performance. This establishes 
the LEO environment not merely as a challenging variant of terrestrial channels but as a 
fundamentally different propagation scenario, necessitating a departure from traditional 
waveform designs [22]. 

3.2.2 Overview of Conventional Modulation Schemes and their Limitations 

The core design principles of OFDM, particularly its reliance on subcarrier orthogonality in the 
time-frequency (TF) domain and quasi-static channel assumptions, create a fundamental 
mismatch with the dynamic and doubly-selective nature of LEO satellite channels. This 
inherent incompatibility is the root cause of its significant performance degradation. High 
Doppler shifts in time-varying channels disrupt the crucial orthogonality between OFDM 
subcarriers, leading to spectral spreading of the transmitted signals. This phenomenon results 
in overlap and interference between adjacent subcarriers, known as Inter-Carrier Interference 
(ICI) [23]. To compensate for these rapidly changing channel conditions, OFDM systems in 
high-mobility scenarios necessitate frequent transmission of pilot symbols and continuous 
channel estimation. This requirement leads to significant pilot overhead, which consequently 
reduces the overall spectral efficiency and throughput of the system. 

The performance degradation of OFDM is particularly pronounced with increasing mobility. At 
moderate-to-high mobility levels (e.g., 300–500 km/h), OFDM struggles to track rapid channel 
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variations, and its performance degrades significantly. In extreme mobility conditions (e.g., 
1000–2000 km/h), OFDM experiences severe Doppler effects, leading to poor Bit Error Rate 
(BER) performance. In such scenarios, increasing the Signal-to-Noise Ratio (SNR) yields 
diminishing returns, rendering OFDM unsuitable for these conditions. This implies that simply 
optimizing OFDM parameters or adding complex equalization techniques is insufficient for LEO 
satellite communications, as the problem stems from a deeper, inherent design limitation [24]. 

3.2.3 Introduction to Orthogonal Time Frequency Space (OTFS) Modulation 

In response to the profound limitations of conventional waveforms like OFDM in high-mobility, 
doubly-selective channels, Orthogonal Time Frequency Space (OTFS) modulation has 
emerged as a promising solution for future wireless communication systems, including 6G and 
Integrated Sensing and Communication (ISAC) applications [25] [20], [26]. 

The core innovation of OTFS is a strategic shift in the domain of operation from time-frequency 
to Delay-Doppler (DD). Unlike traditional schemes that operate in the time-frequency (TF) 
domain, OTFS maps data symbols onto a two-dimensional (2D) DD domain. This is a crucial 
distinction, as it allows information symbols to have a direct interaction with the DD domain 
channels, where the physical characteristics of the channel are more effectively represented 
and managed. This domain transformation effectively "freezes" the rapidly varying, doubly-
selective channel into a more stable, sparse, and quasi-static representation for the duration 
of an OTFS frame. This fundamental re-alignment with the physical channel characteristics is 
what enables its superior robustness and simplified channel estimation, directly addressing 
OFDM's main weaknesses. 

3.2.3.1 Delay-Doppler Domain Channel Modelling for Doubly Spread Channels 

In high-mobility or multipath-rich environments, wireless channels often experience both time 
dispersion (due to multipath delays) and frequency dispersion (due to Doppler shifts), 
resulting in doubly spread channels. Traditional time-frequency (TF) domain-based systems, 
such as OFDM, face significant challenges under these conditions, including inter-symbol 
interference (ISI), inter-carrier interference (ICI), and rapidly time-varying channel behaviour. 

A typical doubly spread channel in the time domain is represented as: 

 h(t, τ) = ∑ ℎ𝑖p
i=1 δ(τ −  τi)e{j 2 πνit} (3-6) 

where ℎ𝑖  τi and νi are the complex gain, delay, and Doppler shift for the ith path.  

An alternative and more robust approach is to model the wireless channel in the Delay-
Doppler (DD) domain. This representation offers the following key advantages: 

• Sparsity: The DD channel matrix is typically sparse, as only a few delay-Doppler pairs 
contribute significantly to the channel response. 

• Quasi-Static Representation: The DD domain channel remains nearly constant over 
time, enabling more reliable channel estimation and equalization. 

• Improved Robustness: Systems operating in the DD domain are inherently more resilient 
to Doppler effects and fast fading, offering better performance in high-mobility scenarios. 

The equivalent DD channel representation is  
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 h(τ, ν) =  ∑ ℎ𝑖p
i=1 ⋅ δ(ν − νi) ⋅ δ(τ −  τi)  (3-7) 

 

This model is particularly suitable for OTFS, which transform the transmitted data symbols into 
the DD domain before mapping them onto time-frequency resources. 

3.2.3.2 Fundamental Principles of OTFS 

OTFS is a novel two-dimensional (2D) modulation scheme specifically designed to overcome 
the limitations of conventional waveforms in highly dynamic and doubly selective channels. Its 
core innovation lies in operating within the Delay-Doppler (DD) domain. 

 

 

 

 

 

 

 The first version of OTFS is overlaid on the existing OFDM system as shown in Figure . This 
system is now referred to as Two-stage-OTFS which is detailed below. 

Transmitter Side (DD Domain to Time Domain): 

1. Inverse Symplectic Finite Fourier Transform (ISFFT): This transform converts the 
information symbols XDD [l,k] from the Delay-Doppler (DD) domain (with delay index 𝑙 ∈{0, … , 𝑀 − 1} and Doppler index 𝑘 ∈ {0, … , 𝑁 − 1}) to the Time-Frequency (TF) domain 
symbols 𝑋𝑇𝐹  [𝑚, 𝑛] (with subcarrier index 𝑚 ∈ {0, … , 𝑀 − 1} and slot index 𝑛 ∈ {0, … , 𝑁 −1}).  

 

 X{TF}[m,n] =  1𝑁𝑀 ∑ ∑ X𝐷𝐷[l, k]𝑀−1
𝑙=0

N−1
k=0 𝑒j 2 π(𝑛𝑘𝑁 −𝑚𝑙𝑀 )  

  
 (3-8) 

This transformation can also be expressed in terms of standard FFT/IFFT operations for 
implementation purposes, for example,  

 X{TF}[m,n] = M ∗ FFT (IFFT(X𝐷𝐷𝑇 )𝑇)   (3-9) 

 

Figure 3-5: OTFS Transceiver block diagram 
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2. Heisenberg Transform (Multicarrier Modulation): This transform takes the TF domain 
symbols XTF [m,n] and converts them into a continuous-time transmit signal s(t) suitable 
for transmission over the wireless channel. This step is analogous to OFDM's multicarrier 
modulation, realized with an IFFT module followed by a transmit pulse shaping filter.  

 𝑠(𝑡) =  1𝑁𝑀 ∑ ∑ X𝑇𝐹[𝑚, n]𝑀−1
𝑚=0

N−1
n=0 𝑔𝑡𝑥(𝑡 − 𝑛𝑇)𝑒j 2 πmΔf(t−nT)    (3-10) 

 

Where 𝑔𝑡𝑥(𝑡) is the transmit pulse shaping filter, 𝑇 is the slot duration, and 𝛥𝑓 is the subcarrier 
spacing. 

Receiver Side (Time Domain to DD Domain): 

Assuming doubly dispersive channel with delay–Doppler response ℎ(𝜏, 𝜈). The received signal 𝑟(𝑡) is given as  

 𝑟(𝑡) = ∬ ℎ(𝜏, 𝜈) ⋅ 𝑠(𝑡 − 𝜏) ⋅ 𝑒𝑗2𝜋𝜈(𝑡 − 𝜏)𝑑𝜏𝑑𝜈   (3-11) 

This convolution in delay–Doppler domain reflects multipath and Doppler shifts. 

1. Matched Filtering / Receive Gabor Projection 

At the receiver, we project the received signal onto the receive pulse 𝑔𝑟𝑥(𝑡) as shown below: 

 𝑌[𝑚, 𝑛] = ∫ 𝑟(𝑡) ⋅ 𝑔𝑟𝑥∗ (𝑡 − 𝑛𝑇) ⋅ 𝑒−𝑗2𝜋𝑚𝛥𝑓(𝑡−𝑛𝑇)𝑑𝑡   (3-12) 

This gives the received TF samples 𝑌[𝑚, 𝑛] affected by the channel. 

2.  Wigner Transform or Inverse SFFT (ISFFT) 

Then, the delay–Doppler symbols 𝑥[𝑘, 𝑙] are recovered using an inverse symplectic finite 
Fourier transform (ISFFT): 

 𝑋𝐷𝐷[𝑘, 𝑙] = 1𝑀𝑁 ∑ ∑ 𝑌[𝑚, 𝑛𝑀−1
𝑚=0

N−1
n=0 ] ⋅ 𝑒−𝑗2𝜋(𝑛𝑘𝑁 −𝑚𝑙𝑀 )   (3-13) 

This is equivalent to a 2D inverse FFT with a symplectic twist: 

• Delay corresponds to frequency index 𝑚 

• Doppler corresponds to time index 𝑛 

3.2.3.3 Discrete Zak transform based OTFS 

The Discrete Zak Transform (DZT)-based OTFS framework implements OTFS modulation 
directly in the delay–Doppler domain, without embedding into OFDM. This makes the system 
“OTFS-native,” unlike MC-OTFS which overlays OTFS onto OFDM. 
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3.2.3.4 Transmitter side (DD Domain → Time Domain) 

1. Zak Transform Mapping (DD → Time): The discrete Zak transform (DZT) directly maps 
the delay–Doppler (DD) domain symbols 𝑋_𝐷𝐷[𝑙, 𝑘] (with delay index 𝑙 ∈  {0, … , 𝑀 − 1}, 
Doppler index 𝑘 ∈  {0, … , 𝑁 − 1}) into a time-domain sequence 𝑠[𝑛]. 
The DZT is defined as: 𝑠[𝑛] =  ( 1√𝑀𝑁) 𝛴𝑘=0𝑁−1𝛴𝑙=0𝑀−1𝑋𝐷𝐷[𝑙,𝑘] ⋅ exp (𝑗 2𝜋 𝑘𝑛𝑁 ) ⋅  𝛿[𝑛 −  𝑙 𝑚𝑜𝑑 𝑀] (3-14) 

Here, 𝛿[·] ensures cyclic placement of the DD symbols in the time lattice. Unlike MC-
OTFS, this avoids intermediate TF-domain mapping via ISFFT. 

2. Pulse Shaping and Transmission: The resulting time-domain samples are shaped with 
a transmit pulse 𝑔_𝑡𝑥(𝑡) and transmitted over the channel: 𝑠(𝑡) =  𝛴𝑛=0𝑀𝑁−1𝑠[𝑛] ⋅  𝑔𝑡𝑥(𝑡 − 𝑛𝑇𝑠) (3-15) 

where 𝑇_𝑠 is the sampling period. 𝑔_𝑡𝑥(𝑡) can be designed flexibly (not tied to OFDM sinc 
pulses). 

3.2.3.5 Receiver side (Time Domain → DD Domain) 

The received signal 𝑟(𝑡) is given as  

𝑟(𝑡) = ∬ ℎ(𝜏, 𝜈) ⋅ 𝑠(𝑡 − 𝜏) ⋅ 𝑒𝑗2𝜋𝜈(𝑡 − 𝜏)𝑑𝜏𝑑𝜈   (3-16) 

1. Zak Domain Projection (Time → Zak Transform):The received signal is projected back 
into the Zak domain by matched filtering with 𝑔_𝑟𝑥(𝑡): 

 𝑌[𝑙, 𝑘] =  𝛴𝑛=0𝑀𝑁−1𝑟[𝑛] ⋅  𝑔𝑟𝑥 ∗ (𝑛𝑇𝑠 −  𝑙𝑇𝑠) ⋅ exp (−𝑗 2𝜋 𝑘𝑛𝑁 ) (3-17) 

This produces noisy, channel-distorted DD-domain samples 𝑌[𝑙, 𝑘].  
2. Equalization in DD Domain (Time → Zak Transform): Since the channel is a 2D circular 

convolution in delay–Doppler, equalization is performed directly: 
 𝑋̂𝐷𝐷[𝑙,𝑘] =  𝐸𝑄{ 𝑌[𝑙, 𝑘], 𝐻[𝑙, 𝑘]} (3-18) 

where 𝐻[𝑙, 𝑘] is the effective 2D channel response in the DD domain and 𝐸𝑄{·} denotes 
the equalizer (ZF, MMSE, message passing, etc.). 

 

3.2.3.6 Comparison of DZT-OTFS vs Two-stage-OTFS 

1. Complexity: 

• Two-stage-OTFS:  

o Requires both ISFFT/SFFT (2D FFT/IFFT) and OFDM modulation (FFT/IFFT per 
OFDM symbol).  

o Channel equalization is performed after OFDM demodulation, meaning FFT + 
matched filtering + 2D equalization 
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o Advantage: Lower implementation barrier (reuses OFDM FFT engines). 

o Disadvantage: Redundant FFT operations and higher computational load. 

• DZT-OTFS:  

o Zak transform directly maps DD symbols ↔ time domain. 

o Avoids double FFT chains → only one main transform. 
o Equalization done directly in DD domain (efficient for sparse DD channels). 

o Advantage: Lower asymptotic complexity, no OFDM overhead. 

• Overall complexity:  

o Two-stage-OTFS≈ O(MN log(MN)) + O(N log N)  
o DZT-OTFS ≈ O(MN log(MN)): 
o Winner: DZT-OTFS. DZT-OTFS is more efficient as grid size grows (no redundant FFT 

stages). 

2. Pilot overhead: 

• Two-stage-OTFS:  

o Since it inherits OFDM’s TF grid, pilots are placed in time–frequency slots. 

o Overhead is similar to OFDM but slightly worse due to the need to ensure channel 
estimation across Doppler as well as delay. 

o Structured pilots must span both time & frequency, which increases overhead in high-
mobility scenarios. 

• DZT-OTFS:  

o Pilots placed directly in DD domain. 

o Only a few pilots are needed to probe sparse DD channels (multipath + Doppler are 
naturally represented). 

o Overhead scales with channel sparsity, not with bandwidth or duration 

o Advantage: Much more pilot efficient in high mobility / wideband channels 

• Winner: DZT-OTFS. DZT-OTFS is more pilot efficient in high mobility / wideband 
channels 

3.2.3.7 Channel estimation and Pilot overhead: 

• Two-stage-OTFS:  

o Since MC-OTFS uses the OFDM-style TF grid, pilot placement and estimation 
strategies (LS, MMSE, DFT-based, etc.) can be reused. 

o To estimate doubly dispersive channels, pilots must span both frequency and time 
dimensions, which increases overhead in high mobility. 

o Since estimation is done in TF domain, mapping back to DD domain causes error 
propagation due to 2D transforms. 

o Less efficient for sparse channels: Does not directly exploit DD-domain sparsity of 
the wireless channel. 

• DZT-OTFS:  
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o DD-domain pilots: Pilots placed directly in delay–Doppler grid, which naturally 
matches channel structure. 

o Exploits sparsity: Wireless channels are often sparse in delay–Doppler → only a few 
pilots needed for accurate estimation. 

o Lower overhead: Pilot overhead scales with number of dominant paths, not with grid 
size. 

o Direct estimation: No intermediate TF interpolation — estimation is performed where 
the channel is “sparse and compact.” 

• Winner: DZT-OTFS as it is much more pilot efficient in high mobility / wideband channels. 
However, DZT-OTFS needs specialized DD domain sparsity-based estimation algorithms 
which can be computationally heavy. 

3.2.4 Performance comparison in LEO satellite scenario 

In the following we compare the performance of the following two approaches with respect to 
precoding: 

1. Discrete Zak Transform (DZT)-based OTFS  

2. Two-stage OTFS (MC-OTFS) 

Simulation setup: Simulation parameters related to OTFS and satellite are listed in Error! 
Reference source not found..  

Table 12: Simulation parameters 

Doppler bins 16 

Delay bins 48 

Carrier frequency 2 GHz (S-band) 

Satellite speed 7.11 km/s 

Bandwidth 4.5 Mhz 

Doppler bandwidth 94.8 KHz 

Doppler resolution 5925 Hz 

Delay resolution 2.1976e-07 s 

Symbol duration 3.5162e-06 s 

Frame duration 1.6878e-04 s 

Cyclic prefix (𝝉𝒎𝒂𝒙) 4 (0.25xDoppler bins) 

 

Channel Model 

The channel is modeled directly in the delay–Doppler (DD) domain, which is the natural 
representation for OTFS systems. Unlike classical OFDM models (which assume integer-
spaced taps in time/frequency), here both fractional delays and fractional Doppler shifts 
are explicitly included to capture more realistic propagation effects. 
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We assume a multipath channel with 4 independent paths, corresponding to different 
reflections and scattering clusters. Each path is characterized by: 

• Delay (𝝉𝒑): The time taken for the signal to reach the receiver. Instead of being limited to 
integer multiples of the delay bin spacing, delays are drawn from a continuous range 𝜏𝑝 ∈[0, 𝜏𝑚𝑎𝑥  ] where 𝜏𝑚𝑎𝑥 is chosen as the length of cyclic prefix 

• Doppler shift (𝝂𝒑): Caused by relative motion between transmitter, receiver, and 

scatterers. Dopplers are randomly selected within 𝜈𝑝 ∈ [− 𝜈𝑚𝑎𝑥2  , 𝜈𝑚𝑎𝑥2  ] which ensures that 

both positive (approaching) and negative (receding) frequency shifts are represented. 
Here 𝜈𝑚𝑎𝑥 is chosen as 4*doppler resolution 

• Path powers: The relative strength of each path follows the 3GPP NTN-TDL-B profile: 
[0,−1.973,−4.332,−11.914] dB. These are normalized to ensure the total channel power is 
unity. 

• Fading distribution: For the line-of-sight (LOS) path, fading is modeled as Ricean with 
K=10, meaning the LOS dominates but is affected by scattered components. Non-LOS 
paths follow a Rayleigh distribution, representing rich scattering. 

This setup ensures that each of the 4 paths has a unique fractional delay, fractional Doppler, 
and fading coefficient. 

Bilinear Interpolation: The delay-Doppler domain is represented on a discrete grid with 
delay bins and Doppler bins. However, actual channel taps often fall between bins.To 
accurately project fractional values onto the grid: 

1. Find nearest grid bins in delay and Doppler. Each fractional value lies between two bins 
in delay and two bins in Doppler. 

2. Split energy across neighbors using bilinear interpolation: 

o Delay energy is divided proportionally between two adjacent delay bins. 

o Doppler energy is divided proportionally between two adjacent Doppler bins. 

o The result is that each path contributes to up to 4 neighboring bins instead of being 
rounded to one. 

Precoding: The delay and doppler spread introduced by the channel leads to the interference 
among the DD subcarriers. Similar to canonical systems, precoding is used for mitigation of 
inter-carrier interference. For this setup, we assume the availability of perfect CSI and MMSE 
based precoding is considered for both the schemes. 

Performance comparison for integer Doppler and delay channel: In Figure 3-6, the 
performance as function of mean square error (MSE) as a function of SNR in dB is plotted for 
DZT-OTFS and Two-stage-OTFS.  

In the Two-stage-OTFS, DD symbols are converted into TF symbols and uses underlying 
OFDM system 

• A single DD impulse corresponds to a spread-out pattern in the TF domain. This is 
because DD symbols are “localized” in delay and Doppler, but the ISFFT spreads them 
over multiple subcarriers and time slots in TF. When the channel applies discrete delays 
and Dopplers, the spreading in the TF domain leads to interference across many OFDM 
subcarriers. At the receiver, the reverse transformations (FFT and SFFT) cannot fully 
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cancel this spreading because the initial ISFFT combined with channel effects has already 
“mixed” the signal across time and frequency bins. 

DZT-OTFS: 

• DZT-OTFS operates directly between the DD domain and the time domain (DD ↔ time) 
using the Discrete Zak Transform. This avoids the intermediate TF domain spreading. A 
DD-domain impulse stays more localized after propagation through the channel, and the 
receiver can effectively cancel the channel effects, leading to better MSE performance. 

This direct DD-domain processing allows DZT-OTFS to compensate for channel effects more 
effectively, resulting in superior MSE performance over Two-stage-OTFS. While both systems 
improve with increasing SNR, DZT-OTFS consistently outperforms Two-stage OTFS, even at 
high SNR. 

 

Figure 3-6: Performance comparison in terms of MSE as a function of SNR in dB in integer Doppler 
and Delay scenario 

In Figure 3-7, the performance as function of mean square error (MSE) as a function of SNR 
in dB is plotted for DZT-OTFS and Two-stage-OTFS for fractional delay and Doppler based 
channel. While the Two-stage-OTFS gets impacted badly DZT-OTFS still able to recover the 
symbols even under fractional Delay and Doppler introduced by channel. 
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Figure 3-7: Performance comparison in terms of MSE as a function of SNR in dB in fractional Doppler 
and Delay scenario 

Conclusion: By directly operating in Delay-Doppler domain, even under higher Doppler and 
fractional Doppler scenario, DZT-OTFS achieve better performance than Two-stage-OTFS at 
a much lower complexity. 
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4  SOFTWARE-DEFINED PAYLOAD FOR DYNAMIC SPECTRUM 
MANAGEMENT AND POWER CONTROL IN AERIAL AND SPACE 
ETHER LAYERS  

In this chapter, we first analyse the technical innovations that can be introduced in a LEO 
satellite payload design towards increasing flexibility in service deployment. The work 
performed within ETHER includes a real implementation of a flexible payload design using 
Commercial-Off-the-Shelf (COTS) evaluation boards. The network management aspects of a 
constellation of satellites configured with flexible payloads is also analysed via the introduction 
of an orchestration platform encompassing the GS and the payloads. The integrated design is 
the base for the ETHER Use Case 1, titled “Flexible payload-enabled service provisioning to 
semantics aware and delay-tolerant IoT applications”, which is described in detail within 
ETHER deliverable D2.2 [2]. 

Subsequently in the chapter, by leveraging the flexible payload enabler we present two areas 
of the unified ETHER network that require effective mitigation of interference. These are: i) 
Dynamic common spectrum management in concurrent downlink transmissions to ground 
users of terrestrial gNBs and LEO satellite-based gNBs, and ii) reduction of the interference 
that LEO satellites can cause to GEO-satellite receivers on ground through effective power 
control. 

4.1 DEVELOPMENT OF ETHER SOFTWARE-BASED FLEXIBLE 
PAYLOAD FRAMEWORK 

4.1.1 Summary from D3.1 document 

For a more accurate follow-up and better comprehensive view of the flexible payload 
development stages in ETHER, it is suggested to review deliverable D3.1 [1], which includes 
a more detailed view on some of the aspects of the below summary. 

Background 

Task 3.2 aims to develop a flexible payload architecture for LEO satellite missions, enabling 
the deployment of software-controlled payloads and reducing costs. The selected approach 
utilizes a framework composed of hardware COTS (Commercial Off-The-Shelf) electronic 
components and software modules, allowing for the execution of third-party (operators) 
software-controlled applications and services. 

Until now, payloads were mission-specific [27] [28], and all components (both hardware and 
software) were designed to perform specific functions being complex to repurpose in future 
missions. In an attempt to improve reusability between missions, some manufacturers have 
begun to include features in their developments that allow for a certain degree of flexibility. 
However, there is still a long way to go, given that the update options they offer are minimal 
(i.e., the main function is pre-determined) and parameters must be defined before satellite 
launch. Some commercial and literature solutions are: 

• Software-controlled multi-front-ends (using Software-Defined Radio concept) that support 
different spectrum bands with a single hardware platform [29], [30], [31]. 

• The use of Digital Signal Processing (DSP) modules with software configurable 
parameters [32] to change protocol variables, modulation type or transmission bandwidth 
and power). 
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• At global level, simulations of the behaviour of dynamic satellite systems within a global 
TN and NTN network environment to study the operations required by GSs [33], [34]. 

 

Motivation and contribution 

ETHER's flexible payload architecture goes beyond previous initiatives and provides a rich 
ecosystem that manages the execution of fully dynamic services, regardless of whether they 
are software or hardware in nature. 

Flexible payloads appear from the need to abstract and decouple satellites from missions at a 
low cost. In ETHER this is achieved by using standard electronic components (COTS) instead 
of space-grade solutions which reduces manufacturing and debugging time. On the downside, 
this type of electronics is less tolerant to failures, especially in space environments where 
radiation spikes and wide temperature changes can have a very negative impact. This can be 
mitigated by including backup components and/or tolerating a momentary loss of service (while 
the satellite is reconditioned in flight). 

One of the important features of the ETHER payload design is its independence from the on-
board computer (OBC). The base chip is separated from the main platform chip (OBC), as is 
the current trend in CubeSats, and an FPGA-based system-on-chip (SoC) is chosen as the 
main payload component. The Figure 4-1 shows a graphic comparative of market available 
options that could have fit the design. Section 4.1 in D3.1 [1] details the advantages and 
disadvantages of each and justifies the choice of an FPGA SoC. In summary, this option meets 
the criteria of flexibility (offering ARM processors and programmable logic), energy efficiency, 
and performance, while maintaining a reasonable cost.  

 

Figure 4-1 Trade-offs to face when selecting a processor architecture for SDR 

 

Architecture and challenges 

The flexible payload is a hardware and software-based framework prepared to run over a 
generic Satellite payload platform via the execution of a custom Linux OS. It adopts the 
Software-Defined Radio concept by managing the data path between the main system 
processor and any available Radio Frequency transceiver. To materialise the design, the 
framework relies on recent FPGA SoC technology, which offers enough resources to deploy 
an entire payload system in a single Integrated Circuit (IC) combined with a high-speed 
transceiver. 
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Given the abundant computational resources currently offered by these platforms, the 
framework can deploy infrastructure relying in three different levels: 

• Level 1: Hardware deployment by programming the available logical resources. The 
framework has a mechanism to reprogram in-flight the empty logic cell areas in-flight to 
accommodate additional hardware services or replace existing ones. 

• Level 2: Software deployment by integrating containers as a virtualisation mechanism. 
Services are deployed inside containers and abstracted from the main OS. 

• Level 3: Remote management of the services by using orchestration from Ground Station 
or from other satellites within the constellation via Inter-Satellite Links (ISL). 

The general architecture of the flexible payload is shown in Figure 4-2. 

 

Figure 4-2 General architecture of the flexible payload 

The FPGA family selected to demonstrate the framework is the Xilinx Ultrascale+ which has 
real flight experience as it has been integrated successfully in a wide variety of CubeSats. To 
act as a complete SDR, the FPGA is connected to an AD936x Analog Devices transceiver 
offering up to 6 GHz of band coverage and a tuneable channel bandwidth up to 56 MHz. The 
framework uses a custom Linux OS to control more efficiently the included libraries, using the 
PODMAN framework to deploy containers and K3s for orchestrate. 

Deliverable D3.1 [1] delves into the choice of containers as a virtualization mechanism over 
other options [35], [36], [37] (virtual machines or even microKernels) and justifies the benefits 
for this use case in combination with the orchestration. It also presents the network 
management options to scale and the vision that the framework is easily integrable into the 
Network Functions Virtualization Infrastructure (NFVI) architecture as a virtualisation layer 
since high-level applications (software) as well as hardware components are available. This 
vision matches with the NFV premise of virtualising all physical network resources via available 
VIM (containers in the ETHER-specific case). 
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If focus is on resource utilization, up to 6 possible types of operator services appear, listed in 
Table 13: 

Table 13 Service’s resource mapping 

SERVICE/TASK 
TYPE 

HW 
MAPPING 

SW MAPPING RECONFIGURABLE 

Static service 

(Executes on PL) 
Static logic 
area 

- No 

Static service 

(Executes on PS) 
- Linux OS space Yes, using Linux App 

Static service 

(Executes on PS/PL) 
Static logic 
area 

Linux OS space No 

Flexible service 

(Executes on PL) 
Dynamic 
logic area 

- 
Yes, using FPGA reconfiguration 

Flexible service 

(Executes on PS) 
- Linux OS space or 

container 
Yes, using containers/Linux App 

Flexible service 

(Executes on PL/PS) 
Dynamic 
logic area 

Linux OS space or 
container 

Yes, using containers/Linux App and 
FPGA reconfiguration 

 

Resource sharing is achieved by connecting new services (acquire a peripheral role) to the 
AXI (Advanced eXtensible Interface) system bus to exchange data via the CPU to other 
resources. Linux OS can interact with peripherals by mapping them into the system using the 
Memory Management Unit (MMU). RF transceiver and RAM memory are good examples of 
peripherals that can be shared. 

Work progress 

As detailed in D3.1 [1] the workplan for the flexible payload development is divided in different 
phases. As of the closing date of document D3.1 [1], phases 1 through 6 (except phase 5) 
were completed. The work already achieved and presented was: 

• Selecting a platform (ZCU104) sufficiently representative for testing the entire payload 
environment at the laboratory level. 

• Creating a customized Linux operating system, including libraries for interacting with the 
transceiver (libiio), the PODMAN virtualization tool, and the K3s orchestrator. 

• General system tests (with everything integrated). 

• Specific tests of individual peripherals (i.e., RF interface). 

• Virtualization tests with containers. 

• Orchestration and integration tests with K3s in single node scenario (orchestrating from 
Ground Station). 

The next subsections will focus on the new achievements from D3.1 till current deliverable. 
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4.1.2 Orchestration extension (multinode and high availability scenario –  
level 3) 

Building upon the single-node architecture validated in the initial phases and detailed in 
deliverable D3.1 [1], the subsequent work focused on extending the orchestration framework 
to support multi-node, and high-availability (HA) scenarios. This evolution was necessary to 
address the scalability and resiliency requirements of a fully operational Non-Terrestrial 
Network (NTN). The work performed corresponds to the advanced scenarios outlined in the 
phase 7 to 12, transitioning the framework from a single point of control to a distributed, 
cooperative system. This legacy system treats each satellite as an isolated node. This single 
node system lacks inter-satellite communication and resource sharing, limiting the cooperative 
capabilities that are standard in terrestrial datacentres. To unlock the full potential of a 
"datacentre in space," it is imperative to evolve beyond this model and develop an architecture 
that integrates satellites into a cohesive multi-node cluster, capable of sharing resources and 
executing complex, distributed functionalities [38]. 

4.1.2.1 Implementation with BATMAN, ISL, and GS Relays 

The proposed multi-node architecture, showed in Figure 4-3, addresses these challenges by 
uniting multiple satellites into a single, hyper-connected cluster. In this model, inter-satellite 
links (ISLs) serve as the primary communication backbone, enabling direct, low-latency 
communication between nodes. This is supplemented by a distributed network of ground 
stations (GS) that function as relay hops, ensuring comprehensive connectivity even when 
direct ISL paths are unavailable, significantly improving network resilience and data routing 
efficiency. 

 

Figure 4-3: Kubernetes Multi-node satellite cluster architecture 

ISL integration enables real-time coordination between satellites without dependence on 
ground station visibility windows. This capability is crucial for maintaining cluster coherence 
during orbital transitions and enables service handover mechanisms that preserve user 
connectivity across satellite coverage areas [39]. 

Managing the network within this highly dynamic environment is challenging, as the orbital 
mechanics induce a constantly changing network topology, analogous to a mobile ad-hoc 
network (MANET) [40]. To address this, we have implemented the Better Approach To Mobile 
Ad-hoc Networking (BATMAN) protocol. BATMAN is a proven routing protocol that excels in 
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such scenarios, allowing us to leverage a standard and robust technology to manage the mesh 
network. 

BATMAN's proactive routing approach maintains current topology information through periodic 
originator message (OGM) broadcasts, enabling rapid route convergence when network 
changes occur. The protocol's distance-vector foundation with transmission quality metrics 
ensures optimal path selection considering both hop count and link reliability [41]. This 
protocol, combined with the hyper-connected infrastructure of ISLs and GS relays, creates a 
resilient and self-organizing mesh network for the cluster as is shown in Figure 4-4. 

 

Figure 4-4: Hyper connected satellite network with ISL 

4.1.2.2 Multi-Node Service Orchestration and the Service Management Model 

Service orchestration is significantly streamlined in the multi-node architecture. Unlike the 
single-node approach, which requires a manual, time-consuming process to deploy a Network 
Service (NS) to each satellite via Open Source MANO (OSM) [42], the multi-node cluster 
allows for distributed deployment. A service deployed from OSM to any single satellite with GS 
contact can be efficiently propagated across the entire cluster through the BATMAN-managed 
network. 
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Figure 4-5: ETSI NFV architecture, enhanced for multi-node satellite cluster 

To manage service placement within this distributed environment, the Satellite Mobility 
Manager (SMM), showed in Figure 4-5, has been adapted to use a labelling architecture. From 
the OSM platform, each satellite node is assigned a unique identifier or label. This allows the 
orchestrator to intelligently target the appropriate NS to each satellite based on its specific 
mission, orbital parameters, or real-time resource availability. While the distribution of services 
is simplified, the service logic must still be tailored for each satellite, as each has a unique orbit 
and corresponding contact windows for service activation and deactivation. 

4.1.2.3 Evolution to a Distributed Control Plane 

The initial multi-node implementation relies on a control plane located on a central master node 
on the ground, accessible via the GS network. While functional, this represents a potential 
single point of failure. The architecture is designed to evolve into a fully distributed control 
plane to achieve high availability (HA). The proposed architecture unites multiple satellites into 
a single, operationally coherent system where each satellite functions as a cluster node 
governed by a distributed control plane, as is shown in Figure 4-6. Unlike traditional centralized 
approaches, this architecture employs multiple control plane instances distributed across both 
ground stations and satellite nodes, ensuring continuous operational capability despite 
individual node failures. 
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Figure 4-6: Satellite Multi-node architecture with distributed control plane for HA 

By creating a multi-master, distributed control plane, the system's resilience is significantly 
enhanced. In the event of a failure of one master node, another can seamlessly take over 
cluster management responsibilities, ensuring uninterrupted service orchestration and network 
operation. This distributed HA configuration transforms the satellite constellation into a truly 
robust and fault-tolerant computing cluster, mitigating risks and ensuring the continuous 
availability of mission-critical services. The distributed control plane leverages K3s, a 
lightweight Kubernetes distribution specifically optimized for resource-constrained 
environments. K3s provides the necessary orchestration capabilities while maintaining minimal 
resource overhead, making it suitable for deployment on satellite platforms with limited 
computational resources. The control plane's distributed nature ensures that cluster operations 
continue seamlessly even when individual master nodes become unavailable due to orbital 
mechanics or hardware failures.  

4.1.2.4 High Availability Implementation 

High availability in the multi-node cluster is achieved through multiple redundancy layers and 
automated failover mechanisms. The primary HA components include: 

• Control Plane Redundancy: Multiple master nodes are distributed across the satellite 
constellation and ground infrastructure, with each capable of assuming cluster 
management responsibilities. This eliminates single points of failure inherent in centralized 
architectures and ensures continuous service availability during planned maintenance or 
unexpected outages. 

• Distributed State Management: Cluster state information is replicated across multiple 
nodes using consensus algorithms, ensuring data consistency and availability even during 
network partitions. The etcd distributed key-value store maintains cluster configuration and 
service state across all control plane nodes. 

• Automatic Failover Mechanisms: The cluster continuously monitors node health and 
automatically redistributes workloads when nodes become unavailable. Service pods are 
automatically rescheduled to healthy nodes, and traffic routing adjusts dynamically to 
maintain service continuity. 
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4.1.3 Flexible Payload extension towards a Dynamic HW architecture  

4.1.3.1 Context 

Thanks to the diverse integrated resources in a System-On-Chip format, FPGAs offer a good 
mix of computing solutions, capable of covering almost any type of operation included in 
common telecommunication services. In FPGAs, these operations can mostly be executed in 
software (using the ARM processor) or in hardware (using programmable logic). Sometimes, 
connection to other peripherals such as memory, RF channels, etc. may also be required. 
These are generally accessible through memory mapping with the CPU or using direct 
connection to the logic cells. 

In the space use case, selecting to which resource a service (or part of it) should be mapped 
is considered an operator service planning decision. Criteria such as service efficiency 
(execution speed vs. energy consumption), system load (CPU and RAM available), as well as 
service deployment according to geographic area can play a key role for achieving the 
integration into the envisioned Network Functions Virtualization Infrastructure (NFVI) concept. 

In this sense, the main objective of the payload designed in ETHER is to provide an 
environment with a high degree of flexibility to offer operators the ability to run services 
simultaneously or sequentially, regardless of whether they are software- or hardware-based. 
It is also important, the option to update or ex-change service functionalities following 
predefined premises via an automatised procedure. 

The mechanisms to deploy software-based services were discussed and tested in D3.1 [1]. 
The use of containers is preferred over virtual machines or microkernels in software 
virtualization, given their proven efficiency in embedded systems. The presented framework 
uses the PODman environment (very similar to the well-known Docker) to control the loading 
and execution of container images. This task, along with the integration of PODman with K3s 
(the orchestrator), was completed in D3.1 [1], which primarily focused on the software aspects 
of the framework. 

This section focuses on all the complementary hardware aspects required to complete a full 
dynamic framework. 

4.1.3.2 Motivation 

The space industry is undergoing a profound transformation driven by the NewSpace 
paradigm, which seeks to reduce the traditionally high costs associated with the development, 
maintenance, and debugging of space infrastructure. This cost reduction and process 
simplification can be addressed from multiple angles. In deliverables D3.1 [1] and future D4.2, 
it will be shown how orchestration mechanisms can be employed to intelligently deploy 
services—provided that appropriate system feedback and status information are available. 
These services can even be deployed in a distributed manner across satellite nodes, whether 
within a single constellation or dispersed among different constellations. 

A key enabler of service deployment simplification in the NewSpace context is the adoption of 
Commercial Off-The-Shelf (COTS) electronics. COTS components, widely used and 
extensively tested by developer communities, are significantly more cost-effective than space-
grade components, leading to considerable savings in both mission budgets and development 
timelines. 

Another notable advancement in the NewSpace approach is the application of artificial 
intelligence to network resource management. This is particularly relevant for Ground Stations, 
which play a critical role in Low Earth Orbit (LEO) operations by intermittently interacting with 
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satellites throughout the day. Intelligent systems can help prioritize and manage traffic 
dynamically, significantly reducing the complexity of network management. 

The nature of traffic generated by nanosatellites is highly heterogeneous—varying in 
bandwidth, latency, frequency, modulation, power, and intermittency—depending heavily on 
the onboard applications and services. Traditionally, spaceborne services were predefined and 
fixed for the entire mission duration. Each mission carried a static set of functionalities 
embedded in hardware and software prior to launch, meaning that replacing a service 
necessitated launching an entirely new satellite with different electronics and code. 

The ETHER project addresses this rigidity by proposing the integration of a reconfigurable 
electronics layer into the flexible payload framework. As outlined in D3.1 [1], reprogramming 
or virtualizing software is feasible if the satellite host’s CPU is powerful enough to run a Linux 
operating system and at the top of it virtualization technologies such as containers can operate. 
However, modifying hardware post-launch is inherently more complex due to the satellite’s 
inaccessibility. 

This is where FPGA (Field-Programmable Gate Array) technology becomes a strategic asset. 
FPGAs consist of reprogrammable circuit logic configured via design files known as bitstreams. 
These bitstreams effectively define the hardware functionality of an FPGA-based system and 
may include advanced components such as Look-Up Tables, multipliers, multiplexers, and 
auxiliary RAM blocks. Modern bitstreams can even instantiate complete computing systems 
with CPUs, memory, and interfaces—designed entirely through a hardware description 
language (HDL). In short, a bitstream is the compiled outcome of HDL synthesis and place-
and-route processes. 

The use of FPGAs in nanosatellite design is not novel—they are flight-proven with respectable 
performance in space environments. What is innovative in the ETHER proposal is the ability 
to reconfigure the original HDL-based design (and virtualization), enabling hardware-level 
reconfiguration. Modern FPGA families support both full and partial reprogramming of their 
bitstreams. ETHER explores this capability in an extreme-use scenario: in-orbit 
reconfiguration. The goal is to dynamically deploy or replace hardware-based services during 
the mission (in-flight), enabling mission objectives to be adapted mid-course and allowing the 
reuse of satellites that, although fully operational, have been decommissioned after fulfilling 
their original purposes. 

It is important to distinguish between two modes of reconfiguration considered in ETHER: total 
and partial. Total reconfiguration involves replacing the entire FPGA design, whereas partial 
reconfiguration targets only specific hardware regions—known as Reprogrammable Partitions 
(RP)—leaving the static hardware intact. ETHER prioritizes partial reconfiguration, which, 
while more complex to implement due to the need for synchronization with a system entity 
(typically the operating system), offers significantly greater flexibility and efficiency by isolating 
service-specific hardware regions. The outcome of this work will contribute to the definition of 
a generalized and dynamic architecture for service deployment. 

4.1.3.3 General overview of hardware architecture 

The mapping of the logical architecture onto the available resources of the FPGA's SoC is 
illustrated in Figure 4-7. This figure shows how components are allocated on the Processing 
System (PS) side of the FPGA when they depend on software libraries or require support for 
standard operating system-level protocols and stacks. All virtualization mechanisms, as well 
as container orchestration and management, are handled on the PS side. 

Conversely, the Programmable Logic (PL) region is dedicated to implementing functions—
either static or dynamic—that benefit from hardware execution to enhance performance or 
achieve acceleration compared to software-based solutions. This includes reconfigurable 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 99 of 162 © 2023-2025 ETHER Consortium 

partitions (partial bitstreams), the RF chain, and various interface components that serve as 
glue logic to other peripherals (e.g., Ethernet, high-speed GPIOs, PCIe). 

 

Figure 4-7 Mapping of the logical architecture onto the available resources of the FPGA's SoC 

When narrowing the scope to services deployed fully or partially within the FPGA’s hardware 
fabric, Figure 4-8 details the interaction between the architectural components involved in the 
dynamic reconfiguration workflow of Reconfigurable Partitions (RPs). 

• The Processing System (PS) side contains traditional computing elements including a 
CPU, kernel modules, and memory, all interconnected through a DMA (Direct Memory 
Access) controller that enables efficient data movement between software and hardware 
components. The main reconfigurability on this part is provided by the orchestration 
explained in previous sections, with the addition of the capability to insert custom kernel 
modules during runtime for low-overhead data transfer operations that interact with the 
Programmable Logic. 

• The Programmable Logic (PL) portion of the FPGA implements the core reconfigurable 
functionality through dedicated IP blocks designed for high-speed data processing. HDL 
IP cores can handle different aspects of data flow, depending on whether the data streams 
are outbound, bidirectional (i.e., full-duplex communication), or inbound. These IP blocks 
are strategically positioned within reconfigurable areas that can be dynamically modified 
during runtime without affecting the overall system operation. 



ETHER | D3.2: Final report on key technological enablers for the seamless and 
energy efficient ETHER Network Operation (V 1.0) | Public 

 

 Page 100 of 162 © 2023-2025 ETHER Consortium 

 

Figure 4-8 Overview of the elements involved in updating Reconfigurable Partitions (RP) 

Communication between the PS and PL domains occurs through the so-called ETHER 
interconnect interfaces that provide high-bandwidth, low-latency data paths. These 
interconnect boundaries are designed to accommodate the typical interfaces needed by IP 
cores, such as AXI, AXI-Stream, or IQ (In-Phase and Quadrature) Samples. Due to simplex 
interface at the input of the transceivers, if the different transmitting IPs can work within the 
bandwidth provided, they can go through an Intermediate Frequency Multiplexer (IF IQ Mux) 
that joins the streams at their relative frequency related to the centre one and can direct data 
flows between the various IP blocks and the transceiver hardware interfaces. The AD9361 
component represents the physical layer interface, connecting the FPGA processing 
capabilities to external RF hardware for real-world signal processing applications. 

This architecture enables flexible payload configurations where different processing algorithms 
can be loaded into reconfigurable areas based on mission requirements, while maintaining 
consistent interfaces and data flow paths throughout the system. The modular design supports 
both static baseline functionality and dynamic reconfiguration capabilities essential for adaptive 
payload operations. 

4.1.3.4 Resource sharing mechanisms (local node) 

4.1.3.4.1 OS/SW sharing mechanisms 

Between low-level hardware and high-level applications lies the kernel and its associated 
drivers (Figure 4-9), which maintain direct access to the hardware. 

The kernel is a critical component of any operating system-based platform. While often 
associated with Linux systems, it serves as the core of many other architectures that require 
efficient management of memory and peripherals via a Memory Management Unit (MMU). 

The more optimized the kernel functions are—typically implemented in C or C++—the better 
performance can be extracted from hardware peripherals at higher abstraction layers (user 
space or application layer). At the kernel level, interaction with hardware peripherals is typically 
handled through specific drivers or kernel modules. Consequently, the greater the number of 
supported peripherals, the larger the kernel's disk footprint and memory residency. 
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Figure 4-9 Linux abstraction layers (from [43]) 

The way kernel drivers are implemented plays a key role in enabling optimal sharing of 
hardware resources across the system. Driver design may involve decisions such as the 
inclusion of software buffers to adapt input/output rates, function parallelization for concurrent 
processing, prioritization of execution threads, or support for multiplexed access to the same 
device by multiple processes. A key point for the reader to understand is that peripheral access 
performance can vary significantly depending on the specific driver version used for the same 
hardware device. 

In the Flexible Payload Framework, kernel drivers have been utilized to interface with several 
critical peripherals within the payload. These drivers are mostly developed by the peripheral 
manufacturers themselves and provide operating system-level access interfaces. The most 
notable among them include: 

• RF Transceiver: Analog Devices kernel module ad936x 

• RAM Memory: Generic Linux module Xilinx/ARM-provided 

• DMA Controller: Custom i2CAT kernel module optimized to fix issues found in the official 
module provided by Xilinx 

• Bus Controllers: 

o AXI: Xilinx/ARM-provided (detailed in D3.1 [1]). 

o I2C: Xilinx/ARM-provided 

o RS232: Xilinx/ARM-provided 

• Memory Management Unit: Xilinx/ARM-provided (detailed in D3.1 [1]). It is used for 
peripheral memory mapping. 

The DMA module is particularly important for hardware reconfiguration, as it serves as the 
generic data input/output interface used to feed the partial reconfiguration partitions (RPs). A 
FIFO-type software buffer has been inserted alongside the DMA to adapt data throughput to 
variable rates. The reconfigurable service is architecturally situated between two DMAs (input 
and output), both of which are reset each time the service configuration is changed. 
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As for the static hardware, in addition to the usual resources (CPU, system bus, AXI 
peripherals, memory buses, etc.), an RF transceiver has been integrated. Depending on the 
driver, this transceiver can operate with either one or two transmission channels. 
Consequently, one of the limitations imposed by the driver is the inability to simultaneously 
transmit across more than two frequency-band-separated services. This constraint ultimately 
stems from the hardware chip design itself. Later, we will explore potential solutions to this 
limitation—particularly in the context of service sharing—which could be considered for future 
implementations. 

4.1.3.4.2 HW sharing mechanisms (to enable HW reconfiguration)  

As previously discussed, the flexible payload features a cross-layer architecture, where the 
key aspect is the use of FPGA technologies to enable the deployment and management of 
services across different layers—both hardware and software—depending on technical 
requirements and, primarily, deployment agility. In this context, as has already been briefly 
outlined, the internal FPGA architecture at the logical level comprises a generic static region 
including resources that are always available, as they are not exclusively tied to service 
deployment. The components identified in the ETHER architecture for this static region—which 
support the mechanisms responsible for managing both hardware and software 
reconfiguration—are shown highlighted in orange in Figure 4-10. 

 

Figure 4-10 Components placement of the static resources used in a RF communication 

In addition, this static region is complemented by the so called dynamic region (which include 
Reconfigurable Partitions), designed to adapt to the specific needs of the services. An 
illustration of how this division between static and dynamic regions is structured in the FPGA 
can be found in Figure 4-11. 
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Figure 4-11 Placement of different payload resources & Flexible Payload division 

Complementary to the hardware sharing mechanisms that can be achieved through FPGA 
reconfiguration, it is important to consider external hardware multiplexing that can provide 
further functionality in parallel to the aforementioned methods. For instance, power 
multiplexing and switching can be beneficial for powering up and down circuitry in combination 
with the FPGA reconfiguration, allowing for further instruments to be connected to the system 
in response to changing priorities. In terms of RF, by implementing switching networks outside 
the FPGA domain, the system gains the ability to dynamically route RF signals between 
multiple antennas, frequency bands, and processing chains without consuming valuable FPGA 
logic resources. 

4.1.3.4.3 RF sharing mechanisms options and discussion  

Current transceiver configurations in many spaceborne RF payloads operate in simplex mode, 
where the AD9361 or similar transceivers can only accept a single stream of IQ data at any 
given time. This limitation creates a significant bottleneck in multi-channel systems, as multiple 
IP cores generating different communication protocols or data streams must compete for 
access to the shared RF frontend. In such architectures, IP cores must effectively "take turns" 
transmitting, requiring complex scheduling and arbitration logic to determine which core has 
access to the transceiver at any given moment. This time-division approach inherently wastes 
valuable transmission opportunities and reduces overall system throughput, as only one 
communication channel can be active while others remain idle regardless of their data 
requirements or priority levels. 

Implementing RF multiplexing through VHDL-based intermediate frequency processing 
addresses these limitations by creating a highly flexible and resource-efficient architecture for 
managing multiple simultaneous RF channels. This approach leverages the computational 
power of the FPGA to perform complex signal processing operations that combine multiple IQ 
streams before reaching the transceiver, transforming the simplex limitation into a true multi-
channel capability. 
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The fundamental advantage of IF-based multiplexing lies in its ability to aggregate multiple 
baseband IQ streams from different IP cores into a single composite signal for transmission. 
This aggregation dramatically reduces the number of required RF chains, as multiple 
independent communication channels can share a common final RF stage through the 
AD9361. For spaceborne applications, this translates to significant reductions in power 
consumption, mass, and volume compared to implementing separate RF chains for each 
channel. Channels can be dynamically activated, deactivated, or reconfigured through 
software updates without any hardware modifications. This capability is particularly valuable 
for missions where communication requirements evolve over time or vary based on orbital 
position, operational phase, or changing ground station availability. The ability to reprogram 
channel configurations in-flight enables rapid response to changing mission priorities or 
emergency scenarios. 

4.1.3.5 Service deployment/replacement methods 

4.1.3.5.1 SW-based services deployment 

The deployment of software services has been discussed throughout deliverable D3.1 [1]. The 
use of PODMan as a container manager enables the deployment of any service encapsulated 
within a container image. Although this is a proven mechanism in other domains, virtualization 
technologies are not commonly employed in space environments. This is primarily due to the 
additional complexity they introduce in event monitoring, as well as the potential performance 
degradation compared to running a native application. Nevertheless, advancements in 
virtualization mechanisms have progressively mitigated these drawbacks. 

To summarize, several key requirements must be met for a container to be deployable from 
the platform using the flexible payload framework: 

1. Architecture Compatibility: The container must be compatible with the ARM64v8 
architecture, which is native to the platform. While it is technically possible to execute 
content designed for other architectures through emulation, this approach is strongly 
discouraged due to the severe performance penalties it incurs. 

2. Host Kernel Compatibility: It is essential to ensure that the host kernel includes all 
necessary modules required by the containerized service. Since the container’s guest 
operating system inevitably relies on the host kernel, missing modules could lead to service 
malfunction. For instance, the IPTABLES package depends on specific kernel modules to 
perform network traffic filtering. If these modules are absent, proper filtering cannot be 
achieved. 

3. Container Size: When deploying a service for the first time, the container image may not 
yet exist on the satellite node. In such cases, the orchestrator will initiate the upload of the 
image to the target node. Given the use-case scenario in Low Earth Orbit (LEO), where 
communications are intermittent, larger container images require more ground station 
passes to be fully downloaded to the satellite. This introduces both a time and data 
transmission cost. For instance, even a few hundred megabytes might take up to a full 
week to complete, depending on ground station availability. 

4. Resource Management: By default, the RAM and CPU resources available to a container 
are capped according to pre-defined consensus values. These limits help prevent 
individual containers from monopolizing system resources, which could otherwise lead to 
system instability or total host failure. As such, the development of monitoring services -
though not initially covered in the ETHER framework- is intrinsically tied to this challenge 
and represents a critical area for further evolution. 
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The PODman environment integrates a comprehensive set of commands for container 
lifecycle management, including construction, creation, loading, and unloading of containers. 
Among its most relevant command categories are: 

• Repository-related commands: 

o pull: Retrieve an image from a remote registry 

o push: Upload an image to a registry 

o images: List locally stored container images 

o ps: Display a list of running or stopped containers 

o load: Import an image from a TAR archive or standard input 

o save: Export one or more images into a TAR archive (streamed to standard output by 
default) 

o rmi: Remove one or more images from the local repository 

• Image management commands: 

o run: Instantiate and launch a new container based on a given image 

o exec: Execute a command within a running container 

o build: Construct a container image from a Dockerfile 

• Status monitoring commands: 
o logs: Retrieve container log outputs 

o stats: Display real-time resource usage statistics for one or more containers 

• Internal PODman commands: 

o version: Display version information of the container runtime 

o info: Provide system-level metadata and status 

• Container state control commands: 

o start: Initiate one or more previously stopped containers 

o restart: Restart container execution 

o pause: Suspend all processes within one or more containers 

o stop: Terminate container processes while retaining memory allocation 

o rm: Permanently remove one or more containers from the system 

Typically, PODman can be configured to maintain a local image repository on the satellite node 
(Figure 4-12). While online registries could be leveraged, the preference within the mission 
context is to use onboard repositories to maintain strict control over network traffic and data 
flow. These repositories serve as the source of deployable service containers. 
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Figure 4-12 PODman image creation flow (From [44]) 

Each container can exist in one of several states: start (running), pause (execution temporarily 
suspended), stop (terminated but still occupying system memory), or rm (fully removed from 
the system). When supervised by the K3s orchestrator, PODman can transition containers 
between these states as required by the operational context. 

Additionally, PODman exposes diagnostic and performance data—such as logs and real-time 
metrics—which can be made available to higher orchestration layers via integration with K3s, 
thereby enabling informed decision-making and autonomous service management. 

Additional auxiliary tools can complement the typical container deployment workflow in 
environments such as PODMan (or its counterpart, Docker). Notably, podman-compose 
stands out as a tool that facilitates the description of image build and runtime configurations 
through simplified YAML files. 

This tool enables the orchestration of multi-container applications and the declarative definition 
of services, volumes, and networking, thereby streamlining the deployment process. A typical 
Docker/PODMan execution flow, as envisioned for use within the ETHER framework, is 
illustrated in Figure 4-13. 
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Figure 4-13 PODMan/Docker development workflow (From [45]) 

4.1.3.5.2 HW-based services deployment 

Similarly to software-based services, PODMan can also be utilized to deploy hardware 
services. This essentially involves replacing the existing bitstream that configures the 
reprogrammable logic with a new bitstream representing the desired hardware configuration. 
While PODMan does not natively support hardware bitstream deployment, certain adjustments 
can be made to the container structure to enable this functionality. In any case, all the 
command structures and operational states described for software deployment remain fully 
applicable to hardware services with slight modifications that are detailed in the below points: 

• Bitstream Generation: The bitstream must be generated using the specific FPGA 
vendor's toolchain. At a minimum, a full (base) bitstream is required to define the static 
region of the FPGA, including the empty Reconfigurable Partitions (RPs). Additionally, one 
or more partial bitstreams (services) must be generated for each specific hardware service, 
as determined by the architecture outlined at the beginning of the section. 

• Container Image Composition: When building the container image (step 3 in Figure 
4-13) for a hardware service, the following files must be included in the Dockerfile: 

o Device drivers required to interact with specific hardware peripherals (if applicable to 
the service). 

o Partial bitstream file, representing the hardware logic of the service. 

o Reconfiguration utility compatible with Linux. Within the ETHER framework, we use 
FPGAUtil due to its ease of use and integration with Xilinx’s FPGA Manager framework 
(as detailed in D3.1 [1], section 4.1.4.4.2). 

o Software code, if the service is hybrid in nature and includes both software and 
hardware components. 

• DMA Safety Check: Prior to deploying a new container image that reprograms the FPGA, 
it is critical to ensure that existing DMA channels are not disrupted. It is therefore 
recommended to unload the DMA driver from the host OS beforehand (step 5 in Figure 
4-13). 

• Bitstream Loading and Service Execution: Upon launching the container with PODMan, 
the first instruction executed should invoke FPGAUtil to load the new bitstream into the 
FPGA (step 6 in Figure 4-13). After reprogramming, the DMA kernel modules must be 
reloaded, followed by the execution of any complementary software code (if present). 
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Finally, the remaining secondary processes included in the container image can be 
launched. 

4.1.3.6 Performed tests  

To test the dynamic hardware reconfiguration on a real SoC, an HDL-based hardware design 
has been developed, following the architectural principles outlined in above sections. The 
design is partitioned into two distinct regions: a static region, which is always present and 
operational, and a dynamic region, intended for partial reconfiguration. The full implemented 
Vivado design is illustrated in Figure 4-14: 

 

Figure 4-14 Vivado HDL design used for testing Flexible Payload framework 

1. Static Region: This section comprises all fixed system modules, including: 

• ZYNQ Processing System: configured with CPU settings. 

• SDR Subsystem: integrating the AD936x transceiver and its corresponding interfaces. 

• ether_dfx_demo: which includes: 

• An integrated logic analyser (ILA) instance (ila_0) for debugging. 

• A generic DMA controller (ether_dma) used to extract data from the Reconfigurable 
Partition (RP). 

• The interface modules connecting to the RP (ether_DFX). 

• AXI Interfaces and peripheral connections: supporting communication with 
secondary system components. 

2. Dynamic Region (ether_dfx_demo): This region contains all the HDL IP blocks 
corresponding to services subject to dynamic reconfiguration. As a test case, a Fast Fourier 
Transform (FFT) service has been implemented (see Figure 4-15). This service will later 
serve as the foundation for an RF interference scanner in ETHER Demo1 (WP5). Key IP 
modules instantiated within the RP for the FFT service include are: 
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• IQ Formatting (concat_iq_fft): acquires and reformats IQ input signals to match the 
FFT input specifications. 

• FIFO Buffer (fifo_generator): manages data flow and ensures proper timing alignment 
with the FFT core. 

• FFT Core (fft): implements the Fast Fourier Transform algorithm. 

• CORDIC (cordic_abs): computes the magnitude of the FFT output using a CORDIC 
algorithm. 

• FFT Accumulator (fft_accum): averages up to 8 FFT samples to enhance signal 
stability and reduce noise. 

 

Figure 4-15 Dynamic Reconfigurable partition content for FFT example service (ether_dfx_demo) 

Regarding the scope of the test, to simplify and focus the experiment exclusively on the 
dynamic reconfiguration aspects, the design of elements for multiplexing intermediate 
frequency (IF) IQ signals has not been considered, nor has a transmission DMA been included. 
This is because the FFT example selected for the current use case (RF interference) only 
requires signal reception, without the need to transmit data. These developments will probably 
be carried out in the future, outside the scope of the ETHER project. The final implemented 
scheme for the test is illustrated in Figure 4-16. Non-grey parts correspond to final ETHER 
architecture design: 

 

Figure 4-16 Elements involved in update Reconfigurable Partitions (RP) in ETHER payload test 
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Once synthesis and place-and-route are completed in Vivado, the HDL design is fitted onto 
the ZCU104 SoC FPGA layout, as depicted in Figure 4-17. 

 

Figure 4-17 Zcu104 layout with the static HDL mapped 

Colours in Figure 4-17 represent the below IP modules (Figure 4-18): 
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Figure 4-18 Available IP modules for the static region 

For the dynamic region, the top-left section of the FPGA layout was selected. Two clock 
regions within this area were reserved to define the Reconfigurable Partition (RP), as shown 
in Figure 4-17 (pblock_ether_dfx area). The FFT example (Figure 4-15) was synthesized and 
routed to generate the reconfigurable layout (Figure 4-19) and bitstream for the dynamic 
region. The bitstream will be subsequently loaded using the FPGAUtil tool. 

 

 

Figure 4-19 Reconfigurable partition layout content when deploying FFT example 

Colours in Figure Figure 4-19 represent the below IP modules for the FFT example (Figure 
4-20): 
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Figure 4-20 Available IP modules for the dynamic region 

To validate hardware reconfiguration, a second service (dummy service) was developed for 
the dynamic region, implementing a simple counter instead of a full FFT processing chain. The 
expected test result is that upon reconfiguring the FFT bitstream with the dummy bitstream, 
the DMA transmits counter values instead of the IQ data originally provided by the FFT. 

The basic steps to run the test are: 

1. To start the test, a standard Linux OS boot is executed using the custom Linux OS 
created with Yocto [46]. The FPGA configuration used for this boot is the static 
bitstream region. 

2. After boot, DMA driver needs to be enabled. The driver offers a mechanism to acquire 
FFT output data via DMA from hardware FFT module to OS Linux memory system 
(Figure 4-21). 
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Figure 4-21 DMA kernel module activation to collect FFT data from hardware 

3. Once the Linux OS is booted and DMA driver charged, the FFT bitstream is loaded via 
FPGAUtil using the partial bitstream flag (-f Partial). Within milliseconds (Figure 4-22), 
the new design is active. The ILA oscilloscope confirms this by displaying the expected 
FFT pattern (Figure 4-23, Figure 4-24). 

 

 

Figure 4-22 FPGAUtil commands and times to reprogram Full or Partial FPGA layout bitstream for fft 
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Figure 4-23 ILA oscilloscope IQ data extracted from FFT 

 

Figure 4-24 ILA Oscilloscope IQ data extracted from FFT (zoom) 

4. Subsequently, the FFT bitstream is replaced with the counter bitstream (fft2 is the 
dummy service) using FPGAUtil (Figure 4-25), and a new pattern is captured via ILA 
(Figure 4-26, Figure 4-27). 

 

Figure 4-25 FPGAUtil commands and times to reprogram Partially FPGA layout bitstream for fft2 
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Figure 4-26 ILA oscilloscope fake IQ data (counter) extracted from FFT2 (dummy counter module) 

 

Figure 4-27 ILA oscilloscope fake IQ data extracted from FFT2 (dummy counter module) (zoom) 

Results: The expected counter signal pattern is correctly observed, demonstrating that partial 
reconfiguration was successfully executed. This validates the functional integrity of the 
dynamic reconfiguration framework at level 1. 
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4.1.4 Final development results summary 

The design phase of the flexible payload framework under Task T3.2 has been successfully 
completed. As a final achievement, the integration and validation of multiple mechanisms 
enabling flexible service deployment have been demonstrated. 

The software foundation of the framework consists of a customized operating system that 
incorporates: 

• A lightweight container orchestrator (K3s), 

• Container-based virtualization tools, 

• RF signal processing libraries, among other components. 

This entire software and hardware stack has been successfully ported and deployed on a real 
hardware platform, the ZCU104 evaluation board, which, when combined with an AD936x 
transceiver, provides a fully functional test environment implementing the Software Defined 
Radio (SDR) concept. 

Regarding dynamic hardware reconfiguration, an HDL-based architecture has been validated, 
allowing the exchange of IP modules representative of real satellite services. In Xilinx 
environment this is known as Dynamic Function eXchange (DFX). This architecture supports 
the replacement of hardware functions at runtime, demonstrating the capability of the system 
to adapt its hardware resources dynamically and efficiently. 

4.2 DYNAMIC RESOURCE MANAGEMENT AND POWER CONTROL 
TECHNIQUES IN AERIAL AND SPACE ETHER LAYERS 

Previous work reported in D3.1 entailed the definition and utilization of the Equivalent Power 
Flux Density (EPFD) as the main metric introduced by ITU-R’s Article 22 to quantitatively 
determine the maximum amount of allowable interference created by non-Geostationary 
satellites to Geostationary ones. Specifically, a LEO/GEO coexistence scenario (with both 
satellite types operating in the same frequency band) within an “underlay” cognitive radio 
setting was studied, with the GEOs and LEOs acting as the primary and secondary users, 
respectively, and a power control algorithm for LEOs was proposed to satisfy a subset of the 
ITU-R constraints. However, no numerical evaluation of the proposed algorithm was provided. 

In D3.2, the previous work of D3.1 has been expanded to allow for the complete set of ITU-R 
constraints to be handled, a unique aspect of which is their “soft” nature, i.e., the fact that they 
can be violated but only for a certain amount of time (equivalently, with a given probability). A 
concrete optimization problem has been formulated for the optimal LEO power control and a 
heuristic solution technique has been proposed relying on an “EPFD satisfiability” algorithmic 
module, which computes the EPFD for actual satellite orbits (instead of only the “worst case 
scenario” typically studied in the literature) while guaranteeing ITU-R compliance by properly 
turning-off LEO satellites (causing excessive GEO interference) only as needed. D3.2 also 
contains a complete Matlab-based numerical evaluation study of the above algorithmic suite, 
using actual satellite orbit data from publicly available TLE files, showcasing its versatility and 
wide applicability. 

Regarding dynamic resource management, in D3.1 the joint resource management and 
interference cancellation is addressed through precoding: A precoder with non-zero power 
indicates the assignment of resource (spectrum band) and not assigned otherwise. Then the 
joint problem is formulated for the network throughput maximization under the per base station 
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(BS) and per satellite total power constraints. Further this problem is transformed into a 
weighted minimum mean square (WMMSE) which results in parallel optimization per user. The 
earlier version includes high level description of WMMSE algorithm. In addition, results were 
presented for this algorithm. 

In D3.2, detailed description of WMMSE algorithm is provided. Further, the results of this 
solution are compared against two benchmarks: Uncoordinated and uncoordinated-disjoint 
solutions.  

4.2.1 Dynamic resource management 

4.2.1.1 Problem formulation 

Let 𝐵, 𝑊, and 𝐿 =  𝑊𝐵  be the smallest unit of bandwidth, the total available bandwidth, and the 

total number of bandwidth units available for allocation, respectively. The bandwidth units 
assigned to a user at a satellite or at any terrestrial cell must be consecutive; this is a critical 
constraint arising from practical considerations. All the BS are connected to central unit by 
backhaul. High-capacity backhaul that is capable of handling the coordination between the BS 
and satellite is assumed. 

Towards modelling the received signal at the users terminals, it is assumed that the channel 
does not vary across the spectrum under allocation. Hence, the channels and the 
corresponding precoding vectors contain only indices of a user not of a band. Now, let 𝐇̃𝒍𝑖  and 𝐇𝑖𝑗𝑙  denote the downlink channel of user 𝑖 from satellite and cell 𝑗 respectively, and let 𝒏𝑖𝑙  be 

the noise at user 𝑖 on band 𝑙. Furthermore 𝐖𝑖𝑙 ∈  ℂ𝑁𝑠×𝑁𝑈𝐸  is the precoding vector of user 𝑖 from 
satellite and 𝐕𝑖𝑗𝑙 ∈  ℂ𝑁𝑡×𝑁𝑈𝐸  the precoding vector of user 𝑖 from cell 𝑗, and 𝒙𝑖𝑙  be the data symbol 

vector of user 𝑖 on band 𝑙 with 𝔼{𝒙𝑖𝑙∗𝒙𝑗𝑙} =  𝐈.  
With the defined notation, the signal received at user 𝑖 from the satellite in band 𝑙, 𝒚𝑖𝑙, is given 
by: 

𝒚𝑖𝑙 =  𝑯𝑖𝐻𝑾𝒊𝒍𝒙𝑖𝑙 +  ∑ 𝑯𝑖𝐻𝑾𝒌𝒍 𝒙𝑘𝑙𝑁𝑢𝑘≠𝑖 + ∑ ∑ 𝑯𝑖𝑗𝐻𝑽𝑘𝑗𝒍 𝒛𝑘𝑗𝑙𝑁𝑢𝑘≠𝑖 + 𝒏𝑖𝑙𝑁𝑐𝑗=1 , ∀ 𝑖, 𝑙  (4-1) 

The rate of satellite user 𝑖 on band 𝑙 is given by: 

𝑅̃𝑖𝑙 = 𝑙𝑜𝑔𝑑𝑒𝑡 (𝑰 + 𝑨𝑖𝑖𝑙 𝑨𝑖𝑖𝑙𝐻  (𝜎𝑖2𝑰 +  ∑ 𝑨𝑖𝑘𝑙 𝑨𝑖𝑘𝑙𝐻𝑁𝑢
𝑘≠𝑖  +  ∑ ∑ 𝑩𝑗𝑘,𝑖𝑙 𝑩𝑗𝑘,𝑖𝑙𝐻𝑁𝑢

𝑘≠𝑖
𝑁𝑐

𝑗=1 ) −1 ) (4-2) 

where 𝑨𝑖𝑘𝑙 =  𝐇𝑖𝐻𝑾𝒌𝒍 ;  𝑩𝑗𝑘,𝑖𝑙 = 𝐇𝑖𝑗 𝐻𝑽𝑘𝑗𝒍 , ∀ 𝑖, 𝑗, 𝑘, 𝑙 

Similarly, the received signal at user 𝑖 in cell 𝑗 in band 𝑙, 𝒚𝑖𝑗𝑙 , is: 

𝒚𝑖𝑗𝑙 =  𝐇𝑖𝑗,𝑖𝐻𝑽𝑖𝑗𝒍 𝒛𝑖𝑗𝑙 +  ∑ 𝐇𝑖𝑗,𝑖𝐻𝑽𝑖𝑘𝒍 𝒛𝑖𝑘𝑙𝑁𝑢
𝑘≠𝑖 +  ∑ ∑ 𝐇𝑖𝑗,𝑗𝐻𝑽𝑘𝑗𝒍 𝒛𝑘𝑗𝑙𝑁𝑢

𝑘=1
𝑁𝑐
𝑗≠𝑖 + ∑ 𝐇̃𝑖𝑗𝐻𝑾𝒌𝒍 𝒙𝑘𝑙𝑁𝑢

𝑘=1  
+ 𝒏𝑖𝑗𝑙 , ∀ 𝑖, 𝑙 

(4-3) 

The rate of cellular user 𝑖 of cell 𝑗 on band 𝑙 is given by:  
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𝑅𝑖𝑗𝑙 = 𝑙𝑜𝑔𝑑𝑒𝑡 (𝑰 + 𝑪𝑖𝑖𝑙 𝑪𝑖𝑖𝑙𝐻  (𝜎𝑖2𝑰 +  ∑ 𝑪𝑖𝑘𝑙 𝑪𝑖𝑘𝑙𝐻𝑁𝑢
𝑘≠𝑖  +  ∑ ∑ 𝑫𝑗𝑘,𝑖𝑙 𝑫𝑗𝑘,𝑖𝑙𝐻𝑁𝑢

𝑘≠𝑖
𝑁𝑐

𝑗=1 ) −1 ) (4-4) 

where 𝑫𝑖𝑗,𝑘𝑙 =  𝐇̃𝑖𝑗𝐻𝑾𝒌𝒍 ; 𝑪𝑖𝑗,𝑚𝑛𝑙 = 𝐇𝑖𝑗,𝑛𝐻𝑽𝒎𝒏𝒍 , ∀ 𝑖, 𝑗, 𝑘, 𝑙. 
4.2.1.2  WMMSE algorithm  

The Weighted Minimum Mean Square Error (WMMSE) algorithm for the weighted sum-rate 
maximization problem within a coordinated satellite and cellular network is presented below. 
The algorithm aims to maximize the overall system capacity by iteratively optimizing receiver 
filters, weighting factors, and precoding matrices. 

Step 1: Define Mean Square Error (MSE) for Each User 

The core of the WMMSE algorithm lies in minimizing the MSE, which quantifies the difference 
between the estimated signal and the actual transmitted signal for each user. 

The estimated signals, 𝒙̂𝑖𝑙 and 𝒙̂𝑖𝑗𝑙 , are obtained by applying a receiver filter 𝑼𝑖𝑙 and 𝑼𝑖𝑗𝑙  to the 
received signals at satellite users and cellular users respectively: 

 𝒙̂𝑖𝑙 = 𝑼𝑖𝑙𝐻 𝒚𝑖𝑙   𝒙̂𝑖𝑗𝑙 = 𝑼𝑖𝑗𝑙𝐻𝒚𝑖𝑗𝑙  
(4-5) 

 

The Mean Square Error (MSE) for satellite user 𝑖 on band 𝑙, denoted as 𝐸𝑖𝑙, is given by 

Eil = (𝐔ilH 𝐲il − 𝐱il) (𝐔ilH 𝐲il − 𝐱il)H= (𝐈 − 𝐔ilH 𝑯𝑖𝐻𝐖𝑖𝐥) (𝐈 − 𝐔ilH𝑯𝑖𝐻𝑾𝒊𝒍)𝐻 + 𝐔ilH (∑ 𝑯𝑖𝐻𝐖𝑘𝑙 𝑾𝒌𝒍𝑁𝑢𝑘≠𝑖 𝑯𝑖 + ∑ ∑ 𝐇𝑖𝑗 𝐻𝐕𝑗𝑘𝑙 𝑽𝑘𝑗𝒍𝑯𝑁𝑢𝑘=1 𝐇𝑖𝑗 +𝑁𝑐𝑗=1 𝜎𝑖2𝐈) 𝐔il    
(4-6) 

 

Similarly, the MSE for cellular user i in cell j, denoted as 𝐸𝑖𝑗𝑙 , is given by 

Eijl = (𝐔ilH𝒚𝑖𝑗𝑙 − 𝒛𝑖𝑗𝑙 ) (𝐔ilH 𝒚𝑖𝑗𝑙 − 𝒛𝑖𝑗𝑙 )H = (𝐈 − 𝐔ijlH𝐇𝑖𝑗,𝑖𝐻𝐕𝑖𝑗𝑸𝑖𝑗𝒍 ) (𝐈 −𝐔ijlH𝐇𝑖𝑗,𝑖𝐻𝐕𝑖𝑗𝑸𝑖𝑗𝒍 )𝐻 + 𝐔ijlH(∑ 𝐇𝑖𝑗,𝑖𝐻𝐕𝑘𝑗𝑸𝑖𝑘𝒍𝑁𝑢𝑘≠𝑖 +  ∑ ∑ 𝐇𝑖𝑗,𝑗𝐻𝐕𝑗𝑘𝑸𝑘𝑗𝒍𝑁𝑢𝑘=1𝑁𝑐𝑗≠𝑖 +∑ 𝐇̃𝑖𝑗𝐻𝐖𝑘𝑷𝒌𝒍𝑁𝑢𝑘=1  +  𝜎𝑖2𝐈 )𝐔ijlH
   

(4-7) 

 

 

The sum-throughput maximization can be equivalently formulated as follows 
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𝑃2: 𝑚𝑎𝑥𝑾,𝑽,𝑷,𝑸 ∑ ∑ ∑ 𝐵𝜂𝑖𝑗(𝑇𝑟{𝑀𝑖𝑗𝑙 𝐸𝑖𝑗𝑙 } − 𝑙𝑜𝑔𝑑𝑒𝑡{𝑀𝑖𝑗𝑙 })  𝑁𝑢
𝑗=1

𝑁𝑐
𝑖=1

𝐿
𝑙=1

+  ∑ ∑ 𝐵𝜂𝑖(𝑇𝑟{𝑀𝑖𝑙𝐸𝑖𝑙} − 𝑙𝑜𝑔𝑑𝑒𝑡{𝑀𝑖𝑙})𝑁𝑢
𝑖=1

𝐿
𝑙=1  

𝐶1 : ∑  ∑ Tr{𝐖𝑖𝑙 𝐖𝑖𝑙H }𝐿𝑙=1𝑁𝑢𝑖=1 ≤  𝑃𝑡𝑜𝑡 ;  𝐶2 : ∑ ∑ Tr{𝐕𝑖j𝑙 𝐕𝑖j𝑙H }𝐿𝑙=1  𝑁𝑢𝑖=1 ≤ 𝑃𝑡𝑜𝑡 , ∀ 𝑗  

(4-8) 

 

 

where 𝐌il and 𝐌ijl  are slack weight matrices corresponding to satellite and cellular users. The 
problem P2 is typically referred to as a WMMSE problem. 

Step 2: Iterative Updates 

The WMMSE algorithm is iterative, meaning it refines the parameters (receivers, weights, and 
precoding matrices) in a repetitive manner until a convergence criterion is met. Each iteration 
consists of the following sub-steps: 

(a) Update Receivers combiners 

The receiver filters are updated to minimize the MSE for a given set of precoding matrices and 
weights. These updates typically involve a closed-form solution derived from the Karush-Kuhn-
Tucker (KKT) conditions. This means that the receive combiners 𝑼𝑖𝑙 and 𝑼𝑖𝑗𝑙  are simply 
obtained by setting the first derivative of objective of 𝑃2 to zero. This results in closed form 
updates given by, 

𝐔i𝑙 =  (∑ 𝑯𝑖𝐻𝐖𝑘𝑙 𝐖𝑘𝑙𝐻𝑁𝑢
𝑘=1 𝐇𝑖 + ∑ ∑ 𝐇𝑖𝑗𝐻𝐕𝑗𝑘𝑙 𝐕𝑗𝑘𝑙𝐻 𝐇𝑖𝑗𝑁𝑢

𝑘=1 +𝑁𝑐
𝑗=1 𝜎𝑖2𝐈)−1 𝑯𝑖𝐻𝐖𝑖 

𝐔ji𝑙 = ( ∑ 𝐇𝑖𝑗,𝑖𝐻𝐕𝑘𝑗𝑙 𝑽𝑖𝑘𝒍𝑯𝐇𝑖𝑗,𝑖𝑁𝑢𝑘≠𝑖 + ∑ ∑ 𝐇𝑖𝑗,𝑗𝐻𝐕𝑗𝑘𝑙 𝑽𝑘𝑗𝒍𝑁𝑢𝑘=1𝑁𝑐𝑗≠𝑖 𝐇𝑖𝑗,𝑗 +∑ 𝐇̃𝑖𝑗𝐻𝐖𝑘𝑙 𝑾𝒌𝒍𝑁𝑢𝑘=1 𝐇̃𝑖𝑗  +  𝜎𝑖2𝐈 )−𝟏 𝐇𝑖𝑗,𝑖𝐻𝐕𝑘𝑗𝑙   

(4-9) 

 

 

 

 

(b) Update Weights (w) 

After updating the receivers, the WMMSE weights are updated based on the current MSE 
values. This step aims to give higher weights to users with better signal quality, which indirectly 
prioritizes their sum-rate contribution. 
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𝑴i𝑙 =  (𝑬𝑖𝑙)−1;  𝑴ij𝑙 =  (𝑬𝑖𝑗𝑙 )−1
 (4-10) 

(c) Update Precoding Matrices (𝑾, 𝑽) 

The precoding matrices are optimized to maximize the weighted sum-rate, subject to various 
constraints. This step is crucial for managing interference and optimizing resource allocation. 
The problem 𝑃2 is transformed into unconstrained form with the help of Lagrange variables 𝜆𝑗 

and 𝜆̂ corresponding to cellular and satellite users respectively as 

P3: max𝐖,𝐕,𝐏,𝐐 ∑ ∑ ∑ Bηij(Tr{Mijl Eijl } − logdet{Mijl })Nu
j=1

Nc
i=1

L
l=1

+  ∑ ∑ Bη̃i(Tr{MilEil} − logdet{Mil})Nu
i=1

L
l=1 +  λ̂(∑  ∑ Tr{𝐖il 𝐖ilH}L

l=1
Nu
i=1

− Ptot ) +  λj (∑ ∑ Tr{𝐕ijl 𝐕ijlH}L
l=1  Nu

i=1 − Ptot )  
 

(4-11) 

Simply the setting the first derivation of 𝑃3 w.r.t 𝐕𝑖𝑗𝑙  and 𝐖𝑖𝑙 give the following closed form 
expressions 

𝑾i𝑙 =  (∑ 𝐇𝒌𝒍 𝐻𝐔𝑘𝑙 𝐌𝑘𝑙 𝐔𝑘𝑙𝐻𝑁𝑢𝑘=1 𝐇𝑘𝑙 + ∑ ∑ 𝐇̃𝒍𝑖𝑗𝐻𝐔𝑗𝑘𝑙 𝐌𝑗𝑘𝑙 𝐔𝑗𝑘𝑙𝐻𝐇̃𝒍𝑖𝑗𝑁𝑢𝑘=1 +𝑁𝑐𝑗=1  𝜆̂̂  𝐈)−1 𝐇𝑖𝑙 𝐻𝑼𝑖𝑙𝑴𝑖𝑙
 𝑽𝑖𝑗𝑙 = ( ∑ ∑ 𝐇𝑖𝑗,𝑗𝑙 𝐻𝐔𝑗𝑘𝑙 𝐌𝑗𝑘𝑙 𝐔𝑗𝑘𝑙𝐻𝑁𝑢𝑘=1𝑁𝑐𝑗=1 𝐇𝑖𝑗,𝑗𝑙 + ∑ 𝐇𝑖𝑘 𝐻𝐔𝑘𝑙 𝐌𝑘𝑙 𝐔𝑘𝑙𝐻𝑁𝑢𝑘=1 𝐇𝑖𝑘  + 𝜆𝑗𝐈 )−𝟏  𝐇𝑖𝑗,𝑖𝐻𝑼𝑖𝑗𝑙 𝑴𝑖𝑗𝑙  

(4-12) 

 

• Optimal values of Lagrange variables 𝜆𝑗 and 𝜆̂ are found through bisection search 
adhering the power constraints. 

Algorithm Summary 

The WMMSE algorithm can be summarized as an iterative process that converges to a locally 
optimal solution for the weighted sum-rate maximization problem: 

1. Initialize precoding matrices (W, V, P, Q). 

2. Repeat until convergence (e.g., when the change in the objective function or 
parameters falls below a threshold):  

1. Update MMSE receivers 𝑼𝑖𝑙 and 𝑼𝑖𝑗𝑙  using the derived closed-form 
expressions. 

2. Update MSE weights 𝑴i𝑙 and 𝑴ij𝑙  based on the current receiver filters and 
channel conditions. 
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3. Update precoders 𝐕𝑖𝑗𝑙  and 𝐖𝑖𝑙 by solving an optimization problem that satisfies 
the power and unit-norm constraints. 

This iterative process effectively decouples the complex sum-rate maximization problem into 
smaller, more manageable subproblems, which are then solved sequentially until a stable 
solution is reached. 

4.2.1.3 Simulation results 

In this section, the results of the proposed WMMSE algorithm, which is referred to as 
“Coordinated”, is compared against the following benchmarks: 

• Uncoordinated: In this allocation, both TN and NTN occupy the whole available spectrum 
and allocate resources without considering the cross interference to each other. This is an 
interesting benchmark as in reality coordination among satellite and terrestrial BSs is 
unrealistic due to the distances. Both TN and NTN employ the WMMSE algorithm 
individually (without considering the cross interference) to maximize its own sum-
throughput. Finally at the end with obtained precoders of the individual networks, a total 
sum-throughput of total TN-NTN network is calculated considering the cross interference. 

• Uncoordinated-Orthogonal allocation: It is similar to “uncoordinated” scheme in terms 
of coordination but TN and NTN use orthogonal spectral resources. The existing networks 
follow this kind of allocation, and comparison with this allocation sheds a light on potential 
improvements. In this set of simulations, we consider 50-50% allocation, meaning that first 
half (50%) of spectrum is dedicated for TN and the rest is for NTN. Similarly to the above 
schemes, WMMSE algorithm is employed to maximize the sum-throughput of the networks 
individually. Finally, the total sum-throughput of the joint TN-NTN network is calculated 
which is simply the sum of throughputs of both networks. 

Network layout: The layout of the TN-NTN used for simulations is shown in Figure 4-28. 
Satellite network contains a single beam with a radius of 1000 meters and TN consists of 20 
cells each with a radius of 200m. Each cell has an overlapping region of 0.2% with one or more 
of the neighbouring cells. These details are summarized in Table 14. 

Table 14: Integrated TN-NTN coverage layout 

Parameter Value 

Number of cells 20 

Number of satellite beams 1 

Satellite coverage radius 1000 m 

Cell coverage radius 200 m 

Overlapping of neighbouring cells 20% 

Cellular and satellite user distribution Uniform distribution 
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Figure 4-28 TN-NTN layout 

 

Simulation setup: The parameters that are fixed for the simulations are summarized in Table 
15 

Table 15: Simulation parameters that are fixed 

Parameter Value 

Number of cells 20 

Number of users per cell 5 

Number of transmit antennas per BS 64 

Number of receive antennas per cellular UE 2 

Number of transmit antennas at Satellite 64 

Number of receive antennas at satellite UE 2 

Total transmit power per BS 10 dBW 

Cellular channels 
Rayleigh fading with pathloss and shadowing 
included 

Satellite channels 
Rician fading (Rician factor 7dB) with pathloss 
and shadowing included 

 

In Figure 4-29, the performance of the proposed WMMSE scheme (Cooperated) is compared 
against the benchmarks. Sum-throughput is plotted as a function of satellite transmit power in 
dB varying from 10 to 20 dB in steps of 2. This comparison is interesting as we want to evaluate 
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the impact of the cross interference of the networks. A couple of interesting observations are 
revealed in Figure 4-29. 

• Performance decline of Uncoordinated-joint scheme with power: The available 
satellite power is utilized to boost the signal to the satellite users which inadvertently 
causes stronger interference to cellular users. This stronger interference leads to poorer 
sum-throughput in an uncoordinated network which is manifested in the performance 
decline of “Uncoordinated-joint” as shown in Figure 4-29.  

• Spectrum reuse vs Orthogonal usage: An interesting observation is revealed in Figure 
4-29. Lower transmit power regime is essentially the lower interference regime. In this 
regime, full spectrum reuse achieves better performance than uncooperated-orthogonal 
spectral allocation scheme. However, in the high interference regime, which is on the far-
right side, reveals the superiority of uncooperated-orthogonal spectral allocation scheme. 

• Superior performance of coordinated allocation: Coordinated allocation schemes 
simply outperforms both schemes in terms of sum-throughput performance in both lower 
and higher interference regimes. This is because “Coordinated” schemes intelligently and 
adequately decide by design when to reuse the spectrum and when to orthogonally 
allocate at user level instead of network level. This performance improvement come at the 
expense of increased complexity of WMMSE algorithm. In other words, availability of all 
the channels information, and coordination among TN and NTN networks (which are 
separated in hundreds of kilometres in space) is a prerequisite for achieving this 
performance.  

 

Figure 4-29 Performance of different resource allocation schemes. 

 

Key Findings 
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• Best Performance: The Cooperated-Joint scenario consistently achieves the highest 
throughput across all power levels and UE densities due to coordinated scheduling and 
interference management. 

• Power Trade-Off in Uncoordinated Modes: 

o In the Uncooperated-Joint case, increasing satellite power leads to increased 
interference, especially at high UE loads, causing throughput to decline with power. 

o The Uncooperated-Disjoint scenario benefits modestly from higher power since 
interference between TN and NTN domains is minimized. 

• Complexity and feasibility: 

o Coordinated strategies require global channel information of all the users and 
coordination among the BS and satellite which are separated in hundreds of kilometres 
thus the question of feasibility arises strongly. Although statistical and prediction based 
historical CSI schemes can employed to obtain the imperfect CSI, WMMSE still require 
an exchange among satellite and BS to converge. Further, consideration of WMMSE 
design of all the users in the joint network led to increase in dimensionality of the 
problems hence the complexity of algorithm. 

Conclusion 

Joint TN-NTN cooperation significantly enhances throughput and system scalability. 
Coordinated strategies involve global knowledge of all the users in the integrated network and 
also communication exchange among the TN-NTN which are separated in large distances. 
This leads to difficulties in deploying the solution in its current form. By simply understanding 
the performance gaps, and complexity and feasibility trade-offs better algorithms can be 
designed to the ambitions of the designer. Along these directions, several efforts are ongoing: 

• Prediction of global CSI at the local nodes based on historical, statistical and user 
distribution. This is an active area of research and prediction accuracies of the schemes 
are far from the reality. 

• Fully distributed WMMSE: Several efforts have been made to reduce the number of 
iterations, limit the exchanges among the nodes but the pursuit for fully distributed 
WMMSE without much compromise for the gains is still on-going. 

 

4.2.2 Power control in heterogeneous satellite networks 

4.2.2.1 System model 

We briefly summarize the LEO-to-GEO interference model described in D3.1 [1], which is 
motivated by the regulations imposed by the International Communication Union Radio sector 
(ITU-R) in Article 22 [47] . The EPFD metric is defined in [47] at the receiver of the LEO satellite 
to GEO-Earth-Station link, and applies to both Downlink (i.e., LEO satellite to GEO-Earth-
Station) and Uplink (i.e., LEO-Earth-Station to GEO satellite). For economy of space, 
subsequent numerical results are presented only for the Downlink case; however, the 
approach carries verbatim over to the Uplink as well. The Downlink EPFD at the GEO-Earth-
station is expressed (in dBW/m2) as: 
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𝐸𝑃𝐹𝐷(𝜎) = 10 log [∑ 𝑃𝑖𝑁𝑎
𝑖=1 𝐺𝑡(𝜃𝑖)4𝜋𝑑𝑖2 𝐺𝑟(𝜑𝑖)𝐺𝑟,𝑚𝑎𝑥] (4-13) 

where: 

• 𝜎 is the location of the GEO-Earth-Station receiver. 
• 𝑁𝑎 is the number of LEO transmitters that are visible to the GEO-Earth-Station receiver. 
• 𝑑𝑖 is the distance between the LEO satellite and the GEO-Earth-Station. 
• 𝑃𝑖  is the 𝑖th LEO satellite’s transmitter power (in linear, not dBm, scale) in the specified 

reference bandwidth of [47]. 
• 𝜃𝑖 and 𝜑𝑖 are the off-axis angles between the boresight direction and the GEO-Earth-

Station receiver or LEO satellite transmitter directions, respectively, as shown in Figure 
4-30 below. 

• 𝐺𝑡(∙) and 𝐺𝑟(∙) are the antenna gains (in linear, not dB, scale) of the LEO satellite and 
GEO-Earth-Station receiver, respectively, as a function of angle. Depending on the 
employed frequency bands, [47] dictates that specific reference radiation pattern from ITU-
R S.1428-1 [48] are employed, for the purposes of this calculation. 

• 𝐺𝑟,𝑚𝑎𝑥 is the maximum gain (in linear, not dB, scale) of the GEO-Earth Station link receiver. 

Since EPFD is a sum of individual contributions from the LEOs, we can identify the term 𝑃𝑖 𝐺𝑡(𝜃𝑖)4𝜋𝑑𝑖2 𝐺𝑟(𝜑𝑖)𝐺𝑟,𝑚𝑎𝑥 as the EPFD caused by LEO satellite 𝑖 and denote it as 𝐸𝑃𝐹𝐷𝑖(𝜎) so that Eq. 4-1 

can be written as 𝐸𝑃𝐹𝐷(𝜎) = 10log[∑ 𝐸𝑃𝐹𝐷𝑖 (𝜎)𝑁𝑎𝑖=1 ]. We further note that computation of EPFD 
in Eq. 4-1, for given values of 𝑃𝑖 , is essentially a geometrical problem in terms of the relative 
positions and angles of Figure 4-30, which requires knowledge of the positions of LEO 
satellites and GEO-Earth-Stations but no additional channel state information. 

 

Figure 4-30 Geometry of angles for LEO satellite and GEO Earth station [49]. 

ITU-R imposes different EPFD “soft” regulatory upper bounds, depending on the employed 
frequency band, and the percentage of time wherein these bounds are allowed to be violated 
(hence, their “soft” nature), essentially providing a reference cumulative distribution function 
(CDF) for the EPFD. These bounds are provided in Tables 22-1A to 22-1E of [47], with some 
additional bounds being enforced in certain geographical latitudes and further “operational 
limits” being applicable when GEO-Earth-station antenna gains exceed certain thresholds. For 
concreteness, we hereafter consider the 19.7-20.2 GHz band as the operating band of the 
LEO satellites, along with a 40 kHz reference bandwidth and a 70 cm GEO-Earth-station 
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reference antenna diameter, for which [47] provides the bounds shown in Table 16 below, 
without any additional operational limits.  

Table 16: Downlink EPFD limits for LEO transmission in the 19.7-20.2 GHz band with a 70 cm GEO-
Earth-Station reference antenna (taken from Table 22-1C of [47]). 

Downlink EPFD level 
(dBW/m2) 

Percentage of time that EPFD 
level can be exceeded 

-187.4 100% 

-182 28.571% 

-172 2.857% 

-154 0.017% 

 

As the ITU-R bounds are applicable at all possible locations of the GEO-Earth-Stations 
regardless of the actual existence of a GEO-Earth-Station therein, we employ the “underlay” 
Cognitive Radio model, where secondary (LEO) users transmit concurrently with primary 
(GEO) users in the same spectrum (i.e., 19.7-20.2 GHz), albeit with proper transmission power 
control so as to cause acceptable disturbance to the primary transmissions from GEO 
satellites. The disturbance is deemed acceptable as long as the limits of Table 16are satisfied. 
In case any of these limits is violated, the following mitigation measure is applied: a subset of 
LEO satellites considered to be the primary contributor to the excessive EPFD is determined 
and these satellites either turn off their transmitters or have their transmission power properly 
reduced for a certain amount of time so that the EPFD limits are no longer violated.  

As described in [1], most of the excessive EPFD is caused during the “in-line” events, where 
the LEO satellite is directly above the GEO-Earth-Station and aligned with the GEO satellite to 
GEO-Earth-Station direction. Due to the deterministic nature of satellite orbits, these events 
can be predicted in advance and the above mitigation measure can be activated as soon as 
the offending LEOs enter the “restriction/exclusion zones” of the GEO links [50] and for as long 
as they remain within these zones. However, optimally determining the angular extent of the 
exclusion zone to avoid unnecessarily turning off the LEOs is a challenging problem. In the 
following, we present a LEO power control algorithm and an associated optimization problem, 
wherein the identification of the specific LEOs to turn off and the amount of time to do so will 
naturally arise, based on data analysis, and will be provided as the output of the algorithm. 

4.2.2.2 Problem formulation and proposed algorithm 

Given the orbits of LEOs, obtained through publicly available TLE data files from [51], and the 
reference antenna patterns in [48] as inputs, and using a discrete grid on the Earth’s surface 
for the 𝑁𝐺𝑆 GEO-Earth-Stations where the ITU-R EPFD bounds will be checked, we employ 
MATLAB’s Satellite Communication toolbox [52] to simulate the satellite’s orbital motion and 
acquire “snapshots” of the satellites’ positions every 𝑇𝑠 seconds. Since the maximum value of 
the LEO transmission power 𝑃𝑖  depends on the actual payload’s communication hardware, we 
can, without loss of generality, assume that each class 𝑐 of LEO satellites (i.e., Cubesats, mini-
satellites, full-blown LEOs etc.) is characterized by a parameter 𝑃𝑐𝑚𝑎𝑥, which captures only the 
communication hardware capabilities and not the EPFD-constrained maximum 
transmission power. 

Let 𝒞 be the set of LEO satellite classes, 𝒩 the set of all LEOs and 𝒢 the set of all GEO-Earth-
Stations (GS) considered. Denoting with 𝒯 the set of time instants where the satellite 
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snapshots are obtained and with 𝑐(𝑖) the class of LEO satellite 𝑖, we first formulate the following 
EPFD satisfiability problem for given values of (𝑃𝑐 : 𝑐 ∈ 𝒞) 

max 1 𝑠. 𝑡.  𝑃𝑖,𝑡 = 𝑃𝑐(𝑖)𝑎𝑖,𝑡 , ∀𝑖 ∈ 𝒩, , Table 8 EPFD limits are satisfied for all GS in 𝒢, ∑ 𝑎𝑖,𝑡 ≥ 𝑇𝑠(1 − 𝛿)𝑡∈𝒯 , ∀𝑖 ∈ 𝒩 
(4-14) 

where the control variable 𝑎𝑖,𝑡 is a Boolean variable indicating whether the transmitter of LEO 
satellite 𝑖 is active at snapshot 𝑡, and 𝑃𝑖,𝑡 is the actual transmission power employed by satellite 𝑖 at snashop 𝑡. The last constraint in (4-14) is imposed to ensure that the LEO satellites are 
active for a significant amount of time (controlled by the parameter 𝛿) during their mission, to 
allow for proper LEO coverage and service provision. Without the last constraint, trivial 
solutions such as globally setting 𝑎𝑖,𝑡 = 0, would be feasible for (4-14) but would offer no 
meaningful insights to the network operator and would essentially be “operationally 
unacceptable”. Hence, the last constraint is crucial to properly guard against aggressively 
turning off the LEO satellites to satisfy the EPFD limits. 

Despite the linear dependence of EPFD (in linear scale) on transmission power 𝑃𝑖,𝑡, the “soft” 
EPFD limits introduce some complexities, since these limits can be violated in a “statistical” 
sense. Although it is possible to convert (4-14) into a bona fide Linear Program (LP), this 
conversion entails the introduction of additional auxiliary variables and the increase of the 
search space, which significantly increases the computational time, while also introducing 
major scaling artifacts due to the very low EPFD values (in linear scale) leading to roundoff 
errors affecting the “quality” of the LP solution. To this end, we propose a heuristic algorithm 
to solve (4-14), as described in pseudocode form below: 

Input: orbital information for LEOs (i.e., 𝑇𝑠 snapshots), grid of points (i.e., GEO-Earth 
Stations) 𝑁𝐺𝑆 on Earth surface to test EPFD bound compliance, parameter 𝛿 for satellite turn 
off control, and transmission powers (𝑃𝑐: 𝑐 ∈ 𝒞) for each class of LEO satellites 

Output: Pass/Fail depending on whether there exists feasible solution to (4-14) or not 

1. allocate transmission power 𝑃𝑐(𝑖) at each LEO link transmitter, according to its hardware 
class 

2. foreach (𝑡 = 1,2, ⋯ , 𝑇𝑠) 

3. foreach (GS 𝑔 = 1,2, ⋯ , 𝑁𝐺𝑆) 

4. compute 𝑁𝑣𝑡,𝑔 as the number of visible LEO link transmitters visible from GS 𝑔 at 
snapshot 𝑡 

5. compute the downlink 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖 caused by satellite 𝑖 = 1, … , 𝑁𝑣𝑡,𝑔 to GS 𝑔 via Eq. 

4-15 at snapshot 𝑡 and compute the overall EPFD as 𝐸𝑃𝐹𝐷𝑡,𝑔 = ∑ 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖𝑁𝑎𝑖=1  

(where 𝑁𝑎 = 𝑁𝑣𝑖𝑠𝑡,𝑔). 

6. sort 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖 in decreasing order (for fixed 𝑡, 𝑔) 

7. set 𝑎𝑖,𝑡 = 1 for all 𝑖, 𝑡 

8. end for 
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9. end for 

10. check EPFD limits violation; if they are satisfied, there is no need to turn off any further 
satellites, return Pass 

11. otherwise, 

12. determine the set of snapshots and GS where 𝐸𝑃𝐹𝐷𝑡,𝑔 violates Table 16 limits, i.e., 

compute set 𝒱 = {(𝑡, 𝑔): 𝐸𝑃𝐹𝐷𝑡,𝑔 violates Table 8 limits} 

13. foreach (𝑡, 𝑔) ∈ 𝒱 

14. find the first (i.e., earliest) 𝑖 in 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖 (this has already been sorted in step 6) such 
that 𝑎𝑖,𝑡 = 1. Denote this with 𝑖 ̅and set 𝑎𝑖,̅𝑡 = 0, 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖 = 0 

15. test if it still holds ∑ 𝑎𝑖,̅𝑡 ≥ 𝑇𝑠(1 − 𝛿)𝑡∈𝒯 . If not, return Fail 

16. end for 

17. goto step 10 

It is easy to confirm that the above algorithm runs in polynomial time, since steps 1-10 can be 
executed in 𝑂(𝑁𝐺𝑆𝑇𝑠𝑁𝐿𝐸𝑂) time while each execution of steps 12-16 also runs in 𝑂(𝑁𝐺𝑆𝑇𝑠𝑁𝐿𝐸𝑂) 
time and there can be at most 𝑁𝐿𝐸𝑂 executions of steps 12-16 (depending on the specific data 
structures used to store and sort the 𝐸𝑃𝐹𝐷𝑡,𝑔,𝑖 values, some of the steps can be executed 
faster). 

Having an efficient heuristic algorithm for solving the EPFD satisfiability problem in Eq. 4-2, we 
now formulate the main problem of interest, i.e., finding the highest possible LEO transmission 
powers that still result in an EPFD-compliant solution, which can be described as  

max min𝑐∈𝒞 𝑃𝑐 , 𝑠. 𝑡. 𝑃𝑐 ≤ 𝑃𝑐𝑚𝑎𝑥 , ∀𝑐 ∈ 𝒞  𝑃𝑐  satisfies Eq. 4-2. (4-16) 

The problem in Eq.4-3 is non-linear wrt. 𝑃𝑐  and can be solved with any global optimization or 
meta-heuristic technique. In the following, we employ a simple shooting-like method, where 
we arbitrarily select initial starting values for 𝑃𝑐  and, as long as they satisfy Eq. 4-2, we keep 
increasing these values until we reach a threshold where Eq. 4-2 is no longer satisfied. This is 
illustrated in a detailed numerical example in the following Section. 

4.2.2.3 Numerical results 

We discretize the Earth’s surface along the latitude (−90∘, 90∘) and longitude (−180∘, 180∘) by 
a step of 𝐷𝐿𝑎𝑡 and 𝐷𝐿𝑜𝑛, respectively, and place GEO-Earth-Stations at the respective grid 
points. We consider two different pairs of values, namely (𝐷𝐿𝑎𝑡, 𝐷𝐿𝑜𝑛) = (10∘, 10∘) and (𝐷𝐿𝑎𝑡, 𝐷𝐿𝑜𝑛) = (10∘, 5∘), resulting in 614 and 1262 GEO-Earth-Stations (hereafter referred to 
as GS), respectively. We consider 4 different LEO constellations of size 200, 400, 800, 1600, 
respectively, and compute their positions and relative angles from each GS, as well as the 
Downlink EPFD at the GS, for a period of 24 hours (specifically, in the time interval from June 
25, 2025, 00:01:00 UTC to June 26, 2025, 00:01:00 UTC), which is sufficiently long to capture 
multiple revolutions of the LEOs around the Earth. We discretize this time interval in steps of 
2 minutes, resulting in a total of 721 “snapshots”. We assume that all LEO satellites belong to 
a single class with 𝑃𝑐𝑚𝑎𝑥 = 20 W (i.e., 13 dBW), the value being selected in accordance with 
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the literature as a typical power level. We also select 𝛿 = 0.05, which corresponds to a 
maximum 5% percentage of cumulative time (i.e., not necessarily contiguous) over which any 
LEO satellite can be turned off during its mission time. 

To determine whether the selected latitude/longitude resolution of the GEO-Earth-Stations 
allows for the collection of grid points to accurately represent the Earth’s surface, we compare 
in Figure 4-31 the maximum EPFD, over all GS, caused by a 200 LEO constellation. The 
boxplots for the two different GS grids are almost identical, with less than 5 dBW/m2 difference 
in their Q3 points, indicating that the GS grid corresponding to the (𝐷𝐿𝑎𝑡, 𝐷𝐿𝑜𝑛) = (10∘, 10∘) 
configuration is already sufficiently fine so that any further refinement will have minimal impact. 
For this reason, all subsequent results will be provided for this GS grid only, i.e., considering 
614 GSs only. 

 

 

Figure 4-31 Boxplot of the maximum EPFD caused by a 200 LEO constellation on different GS grids 

As mentioned in the previous Section, the EPFD must be calculated at each of the 614 GSs 
over the 24 hour period (i.e., 721 time snapshots), and the collection of these EPFD values 
must then be checked against the soft limits of Table 16An indicative EPFD curve vs. time is 
provided in Figure 4-32 for the GS with id 493 (selected arbitrarily), located at (50N, 60E), 
for all 4 different LEO constellations, without any LEO satellite being turned off at any instant 
during the 24 hour period. For visual convenience, we have selected to only show the stems 
of the EPFD values above -200 dBW/m2 (i.e., any vertical lines without a stem correspond to 
EPFD values below -200 dBW/m2, which is well below the ITU-R limits) and also indicate with 
a filled red stem all time instances where the EPFD value at the given GS exceed the highest 
threshold of -154 dBW/m2 provided in Table 16. Some interesting observations can be 
immediately drawn from Figure 4-32: 

• as the constellation size increases, the number of time instances where EPFD may 
exceed the ITU-R limits also increases (recall the additive nature of EPFD in 4-1). 
However, a plateau effect appears (most evident by comparing the EPFD variations 
from 200 to 400 LEOs again the variations from 800 to 1600 LEOs), where, once a 
sufficient number of satellites have been added to create a “canopy” over the Earth, 
adding more satellites in the same orbits is no longer possible and a different orbit must 
be selected, possibly at higher altitudes leading to a less significant EPFD increase. 

• the level at which the EPFD limits are violated suggests the type of corrective action to 
be taken. For example, at time snapshot 55, all 4 LEO constellations exhibit an EPFD 
level of -116 dBW/m2, which indicates an inline event (as this EPFD level does not 
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change between 200 LEOs and 1600 LEOs). Compared to the ITU-R threshold of -154 
dBW/m2, the violation is too high to be compensated by globally scaling down the power 
of all satellites by an amount of -116-(-154)= 38 dB. Instead, it is better to turn off the 
offending satellite for an amount of time that will decrease the EPFD to the required 
levels. 

 

Figure 4-32 EPFD vs time at GS 493 for the 4 different LEO constellations. 

Since in the current setup the LEO constellation does not satisfy the EPFD limits, we next 
examine the effect of selectively turning off (TO) some LEOs during the periods of time where 
they cause excessive EPFD. To this end, we apply steps 12-16 of our heuristic EPFD 
satisfiability algorithm and turn off all LEOs whose individual 𝐸𝑃𝐹𝐷𝑖  exceeds the ITU-R limits. 
Performing this selective TO action yields the new EPFD results for GS 493 shown in Figure 
4-33, where the green ovals indicate that high EPFD values violating ITU-R limits without TO 
drop significantly and satisfy the ITU-R limits once TO is applied. For example, turning off the 
satellites whose 𝐸𝑃𝐹𝐷𝑖  values violate the ITU-R limits at snapshot 55 results in the EPFD at 
GS 493 dropping from -116 dBW/m2 to below -200 dBW/m2 for the 200 LEO constellation! 
Similar trends are observed for the other LEO constellations (the green ovals only appear on 
the top plots of Figure 4-33 to avoid obscuring the denser plots in the bottom part). 
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Figure 4-33 EPFD vs time at GS 493 for the 4 different LEO constellations with selective turnoff of 
LEOs. 

The same data in Figure 4-33 can be used to produce the more informative plot in Figure 4-34, 
which distinctively shows the beneficial effect of selective TO towards bringing the EPFD lower 
(in a probabilistic sense) than the vertical dotted line corresponding to the strictest ITU-R limit 
of -154 dBW/m2.  

 

Figure 4-34 Probability that EPFD at GS 493 exceeds given levels 

Since the numerical results have focused thus far on a specific (albeit, arbitrary) GS, it is 
important to determine the statistical properties of the EPFD over all GSs, so that we can 
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conclusively decide whether the EPFD satisfiability problem is feasible or not for the specified 
solution. This is performed in Figure 4-35, which provides the probability (in absolute value, 
not as a percentage) that the EPFD of any of the 614 GSs exceeds the specified ITU-R limits 
(with and without TO). Out of the 4 probability values provided in Table 16, the values 100% 
and 28.571% (for -187 and -182 dBW/m2, respectively) are out of the range of Figure 4-35and 
always satisfied, so that we focus our attention on the remaining probability values of 2.857% 
and 0.017% (for -172 and -154 dBW/m2, respectively). Hence, the horizontal dotted line in 
Figure 4-35 should only be compared to the bars corresponding to the -172 dBW/m2 level to 
determine compliance with ITU-R. 

 

Figure 4-35 Probability that EPFD at any GS will exceed the specified ITU-R limits 

An examination of Figure 4-35 confirms that, by enabling selective TO for a maximum LEO 
transmission power of 20W (equivalently, 13 dBW), we can indeed satisfy the ITU-R limits 
for the 200, 400, 800 LEO constellation but not for the 1600 LEO constellation. In the 
latter case, the 1600 LEO constellation exceeds the -154 dBW/m2 level with probability 0.14% 
instead of the required 0.017%. Although this may appear as a huge discrepancy, careful data 
analysis reveals that the -154 dBW/m2 level is violated at a single instance, specifically for GS 
id 272 at snapshot 1, where the EPFD level is -151.5614 dBW/m2. Hence, we can satisfy the 
ITU-R limits even for the 1600 LEO constellation either by decreasing transmission power by 
3 dB, or by turning off the LEO satellite causing the highest EPFD at GS 272 and snapshot 1. 

Finally, we determine the amount of time for which the LEOs should be selectively turned off 
and verify that it is within the allowed operating regime specified by parameter 𝛿 = 0.05. This 
is shown in the boxplots of Figure 4-36, which indicates that most LEO satellites are turned off 
for a maximum amount of 20 minutes during the entire 24 hour duration, with a few outliers 
reaching up to 40 minutes of deactivation. Even for these outliers, the maximum percentage 
of time that they are turned off during their mission corresponds to 40/(24*60)= 2.78%, which 
lies well within the 5% limit. Hence, we conclude that, with the turnoff schedule indicated in 
Figure 4-37 (where each blue dot corresponds to a snapshot where the respective satellite is 
turned off) and a maximum transmission power of 20W, full ITU-R compliance is achieved wrt. 
EPFD while also satisfying the LEO service parameters. 
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Figure 4-36 Distribution of the amount of time that LEOs should be turned off to satisfy the ITU-R 
EPFD limits. 

 

 

Figure 4-37 LEO transmitter turn off schedule yielding an ITU-R compliant EPFD solution. 

In case the above analysis indicated that the maximum transmission power of 13 dBW resulted 
in a turn off percentage exceeding 5%, the analysis would be repeated for a lower transmission 
power, say 12 dBW, essentially following the shooting-like approach for solving Eq.4-17. 
Thankfully, due to the linear dependence of EPFD on the transmission power, this analysis 
need only be performed as a post-processing stage on the computed EPFD values and does 
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not require re-computation of the satellites’ relative positions and angles. Since the LEO 
transmission power of 13 dBW is ITU-R compliant under the satellite turn off schedule of Figure 
4-37, we increase the transmission power to 14 dBW and check whether this is still ITU-R 
compliant. Figure 4-38 indicates that this is not the case, as the -154 dBW/m2 limit is exceeded 
with probability 0.55% instead of the required 0.017%. Hence, a new turn off schedule must 
be derived and checked against the 5% turn off threshold. It turns out that such a new turn off 
schedule exists and also satisfies the 5% threshold so that a LEO transmission power of 14 
dBW is also ITU-R compliant. The above procedure continues until the maximum ITU-R 
compliant LEO transmission power is determined. 

 

Figure 4-38 Probability that EPFD at any GS will exceed the specified ITU-R limits for a maximum 
LEO transmission power of 14 dBW under the turn off schedule of Figure 4-37. 

In conclusion, the presented heuristic algorithm for EPFD satisfiability and the associated 
optimization problem offer an efficient computational toolset that allows the ITU-R EPFD limits 
to be verified for any LEO constellation, once a sufficient amount of data is collected for the 
satellite snapshots and the relative positions and angles at each snapshot, while the solution 
of Eq. 4-18 can then be effected as a post processing stage. The LEO satellite turn off schedule 
arises naturally within this procedure without the need to compute “worst-case” geometries or 
employ external “black-box” tools. Furthermore, the overall methodology is general enough to 
account for arbitrary LEO orbits and ITU-R limits in different frequency bands, thus providing 
a powerful tool to the satellite operator during the network provisioning stage. 
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5 DATA ANALYTICS AND SEMANTICS-AWARE CACHING FOR 
HIGH ENERGY EFFICIENCY 

Introduction 

ETHER employs semantics-aware information handling combined with edge computing and 
caching to achieve high energy efficiency. By leveraging the Version Age of Information (VAoI) 
as a semantic metric, this approach enables the transmission of only essential updates, 
thereby preserving the conveyed information while significantly reducing data transmissions 
and energy consumption. VAoI extends the traditional Age of Information (AoI) by incorporating 
both timeliness and content changes, thus supporting context-aware decision-making. In 
Deliverable D3.1, we introduced semantics-aware communication schemes by reviewing key 
semantic metrics and proposing an information-handling framework for a status update system 
that transmits data from an energy-harvesting (EH) sensor to a unidirectional ring gossiping 
network. In the present deliverable, we extend this work to real low Earth orbit (LEO) satellite 
networks with two distinct topologies. We develop explicit stochastic models for VAoI in the 
destination satellite network and optimize the average VAoI over both finite and infinite time 
horizons. 

Specifically, we employ a semantics-aware approach to handling information from an energy-
constrained IoT device to a network of interconnected LEO satellites with two distinct 
topologies: ring and star. We analyse the VAoI at LEO nodes and optimize its network-wide 
average by adopting a transmission policy at the device, subject to energy constraints in an 
EH scenario, where the effective energy use for delivering timely and informative data is 
targeted. This work has been published in [53]  

5.1 SYSTEM MODEL 

We consider a system model in which a remote EH IoT device measures and transmits status 
updates from an information source to a network of (𝑁 + 1) LEO satellites. During a visibility 
window, the IoT device connects to a satellite, referred to as the Connected Satellite (CS), and 
transmits updates according to an update policy while adhering to the constraints imposed by 
the harvested energy stored in the device's battery. The update policy, denoted by π, decides 
whether the device transmits a fresh update to the CS, thereby consuming energy, or remains 
idle to conserve energy for future use. This decision, or action, is made sequentially in each 
time slot along a slotted time axis. 

Energy Harvesting: The device harvests energy from ambient sources and stores it in a battery 
with capacity 𝐵. The energy harvesting process follows a Bernoulli distribution with an arrival 
probability of β, which is commonly used as a general stochastic model. Each transmission to 
the CS consumes one energy unit and occupies one time slot. 

LEO Network Topologies: We consider two topologies for the LEO network: a ring topology 
and a star topology (as depicted in Figure ). In the ring configuration, enabled by permanent 
Inter-Satellite Links (ISLs), updates received at the CS are disseminated in both directions 

along a bidirectional ring topology. Nodes are indexed by the set 𝒩ℛ = {− 𝑁2 , − 𝑁2 + 1, ⋯ , 𝑁2 −1, 𝑁2}, where 𝑁 is an even integer. Each node forwards the updates to its neighbors, thereby 

continuing the propagation throughout the network. We assume that transmissions between 
neighboring satellites via ISLs are deterministic, occurring error-free and at regular intervals. 
In the star configuration, the CS multicasts status updates to 𝑁 neighboring satellite nodes, 
each one hop away via unreliable ISLs with success probabilities ρ𝑛 ,   ∈ 𝒩𝒮 ∖ {0} where 𝒩𝒮 ={0,1,2, ⋯ , 𝑁}. This multicast occurs in every time slot. In both topologies, each transmission 
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occurs in one time slot, and each node retains only the most recent data update, discarding 
any previous ones.  

VAoI as the Semantic Metric: The ultimate objective is to develop an update policy that 
optimizes network performance by delivering timely and informative data while efficiently 
managing energy, using VAoI as the semantic performance metric. VAoI measures both the 
timeliness and relevance of information in status update systems, reflecting the number of 
versions the receiver lags behind the source as new content or versions are generated [54]. 
By assigning version numbers to new content at the source, the VAoI at a destination node 𝐷 
can be defined as: Δ(𝑡) = 𝑉_𝑆(𝑡)  −  𝑉_𝐷(𝑡), where 𝑉𝑆(𝑡) is the version stored at the source, 
and 𝑉𝐷(𝑡) denotes the version stored at node 𝐷 at time 𝑡. We assume that a new version at 
the source is generated with probability 𝑝𝑔 in each time slot, following a Bernoulli distribution. 

 

Figure 5-1: Status updates from an IoT device to an (N+1)-satellite LEO network: (a) ring, (c) star 
topology. (b) shows the direct link from the device to the CS. 

5.2 VERSION AGE OF INFORMATION WITHIN THE SATELLITE 
NETWORK 

Our objective is to model the average VAoI in the satellite network and optimize it by deriving 
an optimal update policy. Considering a time horizon 𝑇, the time-average VAoI of the 𝑛-th 
satellite and the average VAoI across the entire network, for a given update policy 𝜋, are 
defined as follows: 

 Δ̅𝑛,𝑇𝜋 =   1T   ∑ 𝐸[ Δ𝑛𝜋 (𝑡) ]T−1
t=0   (5-1) 

 Δ̅𝑇𝜋 =   1𝑁 + 1   ∑ Δ̅𝑛,𝑇𝜋𝑛∈𝒩  (5-2) 

  where Δ𝑛𝜋 (𝑡) denotes the VAoI at the 𝑛-th satellite at time 𝑡 under the policy 𝜋, and 𝒩 is either 𝒩ℛ or 𝒩𝒮. 
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It can be shown [53] that the average VAoI of the network is given by: 

Ring topology: Δ̅𝑇𝜋   =   N(N+2)4(N+1) pg   +  E [  1T′   ∑ Δ0𝜋(𝑡)T′−1t=0 ] 
Star topology: Δ̅𝑇𝜋 = 𝑝𝑔 ∑ 1𝜌𝑛𝑁𝑛=1𝑁+1 + 𝐸 [1𝑇 ∑ Δ0𝜋(𝑡)𝑇−1𝑡=0 ] 
where Δ0(𝑡) denotes the VAoI at the Connected Satellite and 𝑇′ = 𝑇 − 𝑁2. The optimization of 

the average VAoI in both networks is formulated as follows: Δ̅𝑇∗ = minπ∈Π Δ̅𝑇𝜋  

Ring topology: Δ̅𝑇∗   =   𝑁(𝑁+2)4(𝑁+1) 𝑝𝑔   + min𝜋∈Π 𝐸 [  1𝑇′   ∑ Δ0𝜋(𝑡)𝑇′−1𝑡=0 ] 
Star topology: Δ̅𝑇∗ = 𝑝𝑔 ∑ 1𝜌𝑛𝑁𝑛=1𝑁+1 + + min𝜋∈Π 𝐸 [1𝑇 ∑ Δ0𝜋(𝑡)𝑇−1𝑡=0 ] 
where a standard finite-horizon average cost Markov Decision Process (MDP) problem is 
obtained for both topologies:  

 𝒫1: Δ̅0∗ = minπ∈Π 1𝒯 𝐸[ ∑ Δ0𝜋(𝑡)𝒯−1𝑡=0 ∣∣ 𝑠(0) ] (5-3) 

where 𝑠(0) is the initial system state, Π the set of feasible policies, and 𝒯 the MDP time horizon, 
equal to 𝑇′ for the ring topology and 𝑇 for the star topology. The problem models a status 
update system where an EH IoT device monitors a source and transmits updates to the CS 
node over an error-prone wireless channel, as illustrated in Figure b. Each update succeeds 
with probability 𝑝𝑠. The update policy π is a sequence of actions 𝑎(𝑡), where 𝑎(𝑡) = 1 denotes 
a transmission at time 𝑡, and 𝑎(𝑡) = 0 indicates idling to conserve energy. The optimal policy π∗ minimizes the average VAoI in 𝒫1 and can be computed using dynamic programming. The 
solution to this finite-horizon MDP depends on 𝒯, the initial state 𝑠(0), and time 𝑡, making it 
non-stationary. However, for sufficiently large 𝒯, 𝒫1 can be approximated by an infinite-horizon 
average cost MDP, 𝒫2, yielding a stationary policy independent of the initial state—more 
suitable for analyzing the optimal policy's behavior. 

 𝒫2: Δ̅0∗ = min𝜋∈Π lim𝒯→∞ 1𝒯 𝐸[ ∑ Δ0𝜋(𝑡)𝒯−1𝑡=0 ∣∣ 𝑠(0) ] (5-4) 

 

5.3 NUMERICAL RESULTS 

The optimal policy for 𝒫1 is derived using backward dynamic programming and for 𝒫2 using 
the Relative Value Iteration Algorithm (RVIA). We compare the performance of the optimal 
policies with two baselines: the Greedy policy, which transmits an update whenever energy 
arrives and the battery is not empty, and the Randomized Stationary (RS) policy, which 
transmits with probability α each time slot, provided the battery is not empty. All simulations 
utilize fixed parameters, as summarized in Table 17. Expected values are averaged over 4000 
Monte Carlo iterations. 
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Table 17 Simulation parameters 

Simulation parameters Value 𝒑𝒈 0.3 𝒑𝒔 0.5 {𝛒𝒏}𝒏=𝟏𝑵  0.7 𝑩 20 𝚫max 30 

 

The Structure of the Optimal Policy: 

Figure 5-2 shows the optimal policy for 𝒫2 with an energy arrival probability β = 0.1. Red circles 
denote idle actions (𝑎 = 0), and blue asterisks indicate updates (𝑎 = 1). This policy follows a 
threshold-based structure: for each battery state 𝑏, the device remains idle until the VAoI at 
the CS exceeds a certain threshold, which triggers updates. This reflects a key aspect of 
semantics-aware communication: conserving energy for later usage when it is most needed. 
In energy-scarce settings, this prevents early battery depletion at low VAoI, avoiding long 
update gaps. Delaying depletion until VAoI is reasonably high mitigates excessive growth. 

 

Figure 5-2: The structure of the optimal policy for the problem 𝒫2 

The Impact of Energy Arrival Probability (𝛃): 

Figure 5-3 shows the average VAoI for both topologies versus energy arrival probability β, 
under optimal, Greedy, and RS policies, for α =  0.1, 0.2, and 0.3. A large horizon 𝑇 =  3000 is 
used, where finite- and infinite-horizon policies yield similar results, with the latter slightly 
better. As seen, the average VAoI differs between the ring and star topologies by a constant 
offset, reflected in the separate left and right 𝑦-axes. As β increases, average VAoI decreases, 
with the optimal policies performing best using optimal update thresholds. The performance 
gap between optimal and Greedy narrows with higher energy availability, approaching the 
always update policy. However, this gap widens under low 𝛽, making optimal actions crucial 
for a fresher, more informative system. 
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In this simulation, the RS policy performs worse than the Greedy policy. Notably, the Greedy 
policy is a special case of the RS policy with α =  1, so increasing α causes RS to converge 
toward Greedy, as shown in the figure. When the energy arrival probability is high, energy is 
more often available. The Greedy policy uses all available energy, while the RS policy with α <  1 sometimes skips updates, allowing energy to accumulate. As a result, Greedy yields 
more updates and RS fewer, leading to a worse average VAoI for RS. In contrast, when the 
energy arrival probability is low, both policies deplete the battery in a similar manner-Greedy 
by transmitting at the first opportunity and RS at a random slot-resulting in the same number 
of updates and similar performance. 

Remark: An important result is that to maintain a target average VAoI—such as 8 for the ring 
topology or 3.5 for the star—the optimal policy requires an energy arrival rate of 0.1, half that 
of the Greedy policy (0.2). This shows that a semantics-aware update policy can 

significantly reduce the energy consumption by 𝟓𝟎%. The reduction stems from fewer 
updates, leading to less satellite dissemination, significantly improving energy efficiency and 
extending system lifetime. 

 

Figure 5-3: Average VAoI vs. 𝛽; same curves with different 𝑦-axes (ring: left, star: right) 
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6 HORIZONTAL AND VERTICAL HANDOVER POLICIES ACROSS 
ETHER LAYERS  

Introduction 

The previous deliverable D3.1 established the foundational work for horizontal handovers in 
LEO-based Store & Forward networks, presenting the initial design, implementation, and 
laboratory validation of the UE Context Proxy. While D3.1 successfully demonstrated the basic 
proof-of-concept for transferring UE contexts between satellites, it also identified key limitations 
such as outdated contexts causing communication failures. Building upon these foundations, 
D3.2 presents enhancements including advanced features for selective context updates and, 
most notably, the successful demonstration of the technology at IEEE INFOCOM 2025, 
showcasing its evolution from laboratory proof-of-concept to a practical solution validated 
under realistic satellite constellation constraints. 

Regarding the Vertical HOs in the previous Deliverable (D3.1) we showed the initial 
implementation of our simulator framework, made precisely to simulate the ETHER 
environment. Specifically we had presented the Omnet++ based simulator in its first working 
version, capable of simulating complex satellite networks, including Terrestrial and Non-
Terrestrial entities, with the use of several simulation libraries, such as INET (general 
networking protocols), Simu5G (the Omnet++ 5G simulation library), and of course OS3, a 
library that can produce the satellite mobility patterns, albeit being inactive at the time of 
working on D3.1 and had to be updated to be functional again. In D3.2, we present the progress 
we had with the simulator platform, and specifically, the introduction of a realistic Satellite 
wireless channel model that is taking place through the use of a Matlab wrapper class, plus 
the first working version of the PETA algorithm, a vertical HO algorithm that performs the HOs, 
not on the basis of SINR measurements, but on the basis of energy efficiency.  

6.1 HORIZONTAL HANDOVERS IN LEO-BASED S&F NETWORKS 

6.1.1 Background and motivation 

The increasing demand for ubiquitous IoT connectivity has driven significant interest in 
satellite-based NB-IoT services within 3GPP’s Non-Terrestrial Networks framework. 3GPP 
Release 19 introduces S&F satellite operation for delay-tolerant communication services, 
relying on regenerative payload architectures with core network functions onboard satellites. 
This represents a significant evolution from earlier releases that assumed continuous end-to-
end connectivity requiring large constellations and extensive ground infrastructure or limited 
coverage due to lack of concurrent service and feeder link availability. While Release 19 
provides the foundation for S&F operations through regenerative satellite payloads, the 
standards do not specify how horizontal handovers should be realized in sparse constellation 
scenarios, where satellites cannot maintain continuous communication links with ground 
infrastructure or with each other. However, the autonomous operation of satellites in absence 
of feeder link connectivity requires the presence of UE context information on the satellites. 
Furthermore, UEs in delay-tolerant applications may need to communicate with multiple 
satellites within a constellation to maintain sufficient service levels that cannot be achieved 
with a single satellite. 

6.1.2 Challenges and goals 

Key challenges: 

1. S&F-based UE Context Proxying: The first major challenge involves developing a 
S&F-based proxying element capable of disseminating UE contexts generated at one 
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satellite during network registration procedures to other satellites in the constellation. 
This UE context, containing UE identifiers, state information, security keys, session 
information and subscription data, needs to be extracted from the source satellite’s 
AMF/MME, packaged, and transmitted to the ground segment during the next feeder 
link availability window. The ground-based counterpart then distributes this context to 
other satellites as their feeder links become available, with each receiving satellite’s 
proxying element interacting with the onboard core network component to integrate the 
newly received UE context for future signalling connections with the given UE. 

2. Multi-satellite Operation Validation: The second challenge involves validating that 
UE context transfer mechanisms work effectively in realistic scenarios that replicate the 
constraints of sparse LEO constellations, including discontinuous feeder link 
availability, satellite visibility windows, and varying network conditions. 

Primary Goals: 

• Design and validate a S&F proxying element capable of extracting and inserting UE 
contexts in satellite-based core network elements (AMF or MME) and interfacing with 
ground-based counterpart proxying elements to enable seamless multi-satellite service 
provision. 

• Demonstrate proof-of-concept operation of UE context transfer between satellites 
in a laboratory testbed environment, identifying key technical challenges and limitations 
of basic context dissemination approaches in sparse constellation scenarios. 

6.1.3 Results achieved 

During the execution of T3.4, the following results were achieved in relation to the challenges 
and goals described above. 

6.1.3.1 S&F UE Context proxying element 

The need for a S&F proxying element to enable NB-IoT service provision via sparse LEO 
constellations featuring discontinuous FLs was envisioned by Kellermann et al. [55]. Its first 
practical implementation as the UE Context Proxy was undertaken during the ETHER project, 
as it was reported earlier in D3.1 [1]. 

The initial implementation of the UE Context Proxy reported in D3.1 already included the 
planned main features and allowed us to fetch a UE context data structure from a given 
satellite, download it to the ground, and disseminate it within the constellation by updating it to 
other satellites. Development on the proxy continued after D3.1, by performing bug fixing, 
adding minor features for ease of operation, and porting it to version v1.9 of the Magma core 
network software (on which the Context Proxy integrates), which was branched1 in early 2025 
and had its first release2 v1.9.0 on May 16th 2025. 

6.1.3.2 S&F UE Context Proxy validation and demonstration 

The validation of the UE Context Proxy in a laboratory environment was reported in D3.1 [1] 
and shown in a video demonstration [56]. That work was leveraged and demonstrated later by 

 

1 https://github.com/magma/magma/compare/master...v1.9 

2 https://github.com/magma/magma/releases/tag/v1.9.0 
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i2CAT and SIoT in May 2025 at the IEEE International Conference on Computer 
Communications (INFOCOM 2025) in a demo session3, as summarized in the following. 

The INFOCOM 2025 demo presented a testbed with a novel implementation of a UE Context 
Proxy demonstrating asynchronous UE context dissemination in NTN, focusing on 3GPP-
compliant S&F architectures for a novel testbed implementation for sparse LEO constellations. 
The primary objective was to validate mechanisms for disseminating UE contexts across 
MMEs/AMFs in multi-satellite and multi-user NB-IoT service environments, enabling seamless 
handovers between satellites despite the inherent challenges of discontinuous and non-
concurrent FL operations. 

The demonstration consisted of a testbed implementing a practical in-lab UE context 
dissemination across satellites through a central, ground-based proxy. By accurately modelling 
satellite visibility and contact windows, the testbed replicated real-world constraints, 
demonstrating its relevance for global IoT connectivity. It showcased the 
attachment/registration of a UE to one satellite, the retrieval of its context during FL availability 
from the ground, and the subsequent transfer of the context to another satellite. The process 
allowed the UE to seamlessly resume service with another satellite, reducing latency and 
enhancing user experience. The results confirmed the practicality of this approach, aligning 
with ongoing 3GPP Release 19 standardization efforts [57]. 

Figure 6-1 illustrates the system architecture and testbed hardware, including UEs, satellites, 
and ground segment operations designed to emulate realistic NTN services. The testbed 
emulated two satellites, each equipped with an onboard MME/AMF (Magma core network) and 
a commercial Amarisoft gNB4. A UE Context Proxy on each satellite handled S&F functions, 
including UE context extraction, injection, and updates. A central Control Proxy on ground 
retrieved and disseminated UE contexts during FL windows, enabling seamless handovers 
between satellites and ensuring continuity of service across the constellation. 

 

 

The testbed could simulate larger constellations by running multiple satellite core instances in 
parallel. Reloading the Amarisoft gNB software with different configurations allowed the 

 
3 https://infocom2025.ieee-infocom.org/program/postersdemos 

4 https://www.amarisoft.com/test-and-measurement/device-testing/device-products 

Figure 6-1 Testbed Equipment - Hardware and core components. 
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testbed to model varying satellite behaviours, including different orbital parameters, signal 
strengths, and network conditions. An essential feature of the system was its ability to update 
specific parts of a UE context on a satellite. For instance, the NAS count, which changes with 
each interaction between a satellite and a UE and necessitates continuous updates, could be 
updated disseminated without need for sending the whole UE context. 

Figure 6-2 illustrates the demonstration workflow, starting with the attachment of a UE to 
Satellite 1, where its context was established at the onboard MME and stored in the database. 
During Satellite 1’s FL availability, the ground proxy retrieved the UE context and stored it in a 
central database. Once the FL of another satellite became available, the ground proxy 
transferred the context to that satellite, where it was injected into the local MME/AMF through 
the connected database. The constellation simulation mimicked real-world constraints by 
determining satellite visibility windows and dynamically adjusting SL and FL connectivity. 
Disruptions were reproduced through traffic interruptions and signal power variations, ensuring 
realistic validation of the asynchronous dissemination mechanism. 

 

Figure 6-2 UE lifecycle with context dissemination steps. 

6.2 VERTICAL HANDOVERS ACROSS ETHER LAYERS  

Vertical handover in 5G networks refers to the mobility management process whereby a user 
equipment (UE) switches between access nodes of different network types or technologies. In 
the context of 5G Non-Terrestrial Networks (NTNs), vertical handover becomes a key enabler 
of seamless connectivity between terrestrial gNodeBs (gNBs) and satellite-based gNBs. The 
integration of satellite segments into the 5G system, standardized in 3GPP Releases 17 and 
18 [58], aims to ensure ubiquitous coverage, especially in remote, maritime, or underserved 
areas. However, achieving seamless mobility across these heterogeneous domains presents 
significant architectural and procedural challenges. In terrestrial networks, horizontal 
handovers typically occur between adjacent gNBs via the Xn interface, utilizing the Radio 
Resource Control (RRC) and Non-Access Stratum (NAS) procedures defined in 3GPP TS 
38.331 and TS 24.301. In contrast, vertical handovers between terrestrial and satellite access 
nodes involve substantial differences in link characteristics, including high latency (up to 500 
ms in GEO systems), intermittent visibility, and large Doppler shifts [59]. These factors 
necessitate enhancements in mobility decision algorithms, particularly in the handover trigger 
conditions and link adaptation mechanisms. The satellite gNB may be either a transparent 
payload (relay function) or a regenerative satellite (gNB onboard the satellite). In both 
scenarios, handover decisions must consider satellite pass predictions, beam coverage 
dynamics, and earth station gateway availability [60]. For example, a terrestrial-to-satellite 
handover may be triggered when the UE moves out of terrestrial coverage or the satellite link 
offers better signal-to-noise ratio or reduced outage probability. Efficient vertical handover in 
NTNs also requires cross-layer coordination, especially in the RAN and core network 
segments. Multi-access edge computing (MEC) and AI-assisted mobility prediction are being 
investigated to support proactive handover decisions and reduce service interruption [61]. 
Furthermore, inter-system signaling support is essential to harmonize context transfer, QoS 
continuity, and session preservation. The ongoing research aims to develop robust handover 
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frameworks that incorporate location-awareness, satellite trajectory knowledge, and adaptive 
timing advance schemes. The coordination between terrestrial and satellite domains under a 
unified 5G core remains an open area of standardization and innovation, critical to ensuring 
service continuity in integrated space-terrestrial 5G deployments. 

6.2.1 Results achieved this period 

During this period we have greatly enhanced our TN-NTN simulation platform based on 
Omnet++. As a reminder, there are two popular discrete-event simulators (DESs) platforms, 
i.e., NS3 [62] and Omnet++ [63]. However, both platforms lacked proper support for simulating 
satellite networks: NS3 has a functioning satellite library but only supports GEO satellites [64], 
while Omnet++ had an old non-functioning library named OS3 that however supported all LEO, 
MEO and GEO mobilities [65]. After an evaluation of both pros and cons, we concluded that 
Omnet++ was the best platform to adopt and we set to properly update the Omnet++ satellite 
library and publish it as open source back to the community. Once this strong foundation is 
laid, our goal was to develop novel vertical HO solutions with focus on continuous connectivity 
and energy efficiency. So far, we have completed the following steps:  

1. We have re-written the Omnet++ satellite library, termed OS3, to make it functional 
again in the latest Omnet++ versions,  

2. We have also added crucial functionality that allows it to co-exist with the other 
Omnet++ critical libraries and carry out complex simulations (i.e., simulations that 
combine 5G and satellite environments). These critical libraries include INET, as the 
most important Omnet++ library that includes implementation of the most common 
protocol stacks, and Simu5G, which is Omnet++’s 5G library.  

3. We have tested that all mobility models and protocol stacks are functioning with OS3. 
We have revised the simulation library to be able to get and update the positions of 
satellites using both Two-Line-Element (TLE) files or by setting the average Keplerian 
parameters (such as altitude, eccentricity, inclination etc. ), so as to allow the simulation 
of any constellation not bounded by a TLE file.  

4. One of the things missing from the OS3 library is a suitable channel model for the LEO-
to-ground communication. To this end we implemented a satellite channel modelling 
through the use of Matlab libraries. This implementation essentially provides us with a 
realistic channel model that can provide us with detailed SINR calculations using 
Matlab’s superior models that include Free Space Path Loss, elevation angle, and 
atmospheric attenuations (rain, fog, cloud, scintillation etc.). 

5. We have created a flight mobility mode for the UE which allow us to simulate such type 
of aviation scenarios. This mobility module allows the simulated UE to follow a normal 
airplane mobility pattern that includes lift off, cruising and landing.  

6. We have integrated TN and NTN nodes in the same experiment, thus allowing vertical 
handovers of the UE between the TN gNB and the NTN satellite gNB through the use 
of the Xn interface. 
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6.2.1.1 SINR NTN experiment 

 

Figure 6-3: Several gNB LEO satellites orbit the earth and provide 5G service coverage to one UE 
located in the ground near the centre of the map; the simulation starts with only one orbit, consisting of 

24 satellites, while more orbits, each of them with 24 satellites, are progressively added to increase 
the service coverage time. 

In this first simulation setup, and in order to test the newly introduced Matlab-based channel 
model, we consider the setup depicted Figure 6-3. In this setup, we consider a 5G NR UE that 
is immobile on the ground while several LEO satellites orbit above it. For the satellite orbits, 
we have considered the positions of the Starlink satellites where each orbital plane consists of 
24 satellites. In this setup, we start with one orbital plane and keep adding more orbits so that 
the UE maintains connectivity for longer periods of time. This experiment is a repetition of a 
similar experiment presented in D3.1, only this time we use the more realistic satellite channel 
model. 
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Figure 6-4: SINR vs. simulation time results for 24, 48, 72, 96, 120 and 144 satellites modules. 

Figure 6-4 contains the SINR results as they are measured in the uplink direction vs. the 
simulation time. As observed, the SINR curves fluctuate with every handover, going up and 
down as satellites come in and out of range while the UE performs handovers. It must be noted 
here that the handover criterion is the SINR itself, i.e., when the candidate satellite has a higher 
SINR, then the HO is performed. From the top row of the graph, where we have relatively few 
satellites, we observe that, as expected, after a certain point in time the satellites move out of 
range of the mobile phone and the SINR values plunge. As more and more satellites are added 
into the simulation setup, the UE maintains high SINR values for longer periods. We also 
observe that the SINR fluctuations coincide with the handovers that are presented in Figure 
6-5, depicting the new serving cell (i.e., LEO satellite) ID each time a HO is performed. 
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Figure 6-5: Serving cell ID vs. simulation time results for 24, 48, 72, 96, 120 and 144 satellites 
modules. 

6.2.1.2 Consolidated TN-NTN experiment 

The second test we have conducted in the updated Omnet++ simulator, is a test that carries 
out a Vertical HO between a Terrestrial gNB and a Non-Terrestrial gNB. This tests allows us 
to concurrently test the functionality of items 4-6 from the previous list, i.e. the new realistic 
Matlab-leveraging channel model, the flight mobility movement pattern, and the and the vertical 
HO capabilities. This test involves the following entities and scenario. A UE is on very close 
proximity to a terrestrial gNB and is boarding a plane. Then the plane takes off and follows a 
specified trajectory. The specific trajectory of this experiment is to fly westwards for the whole 
duration of the experiment which in this case is 1000 seconds. The area is serviced by a series 
of LEO satellites that follow the Starlink positions and trajectories. As the UE takes off on the 
plane, the distance between it and the TN gNB continuously grows in all directions (i.e. 
horizontally and vertically as the plane ascents) until it reaches a point where the SINR from 
the signal of the TN gNB is lower than the SINR received from the satellite (NTN) gNB. In this 
way, a Vertical HO is triggered (of the type Xn) and the UE connects to the NTN gNB. As the 
UE continues to fly westwards and the LEO satellites keep on moving on their trajectories, the 
UE starts losing signal from the current satellite, and to this end engages in a Horizontal HO 
with the next satellite in the same orbit. The measured SINR of the UE in this scenario is 
depicted in the following figure.  
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Figure 6-6 Measured SINR at the UE vs. time. 

In Figure 6-6 we display the SINR measured at the UE, always with the serving cell, vs. the 
simulation time. The curvature of the SINR follows a series of changes, depending on which 
cell (TN or NTN) serves the UE. As described in the previous paragraph the UE is initially 
connected to a TN gNB that is located very close to it. To this end, in the left side of the graph 
we notice very high SINR values, that however decrease rapidly as the UE starts flying. As a 
side note we should mention here that the channel model for the terrestrial connection 
implemented in Simu5G library is the 3GPP TR 38.901. This channel model implements path 
loss, LOS probability, and shadowing according to the following specifications:, "Study on 
channel model for frequencies from 0.5 to 100 GHz", v16.1.0, December 2019. At around 20 
seconds the SINR has dropped so much so the SINR from the satellite exceeds the 
corresponding value of the TN gNB and therefore the UE performs a Vertical HO to the NTN 
gNB. Following the vertical HO, the SINR grows quadratically until second 112, where the 
curvature changes again. From second 112 and onwards we notice the curvature of the SINR 
oscillates, by decreasing and decreasing in a periodic fashion. This periodicity, depicts the 
Horizontal HOs that take place from satellite to satellite within the same orbit, i.e. as each 
satellite approaches the UE, the SINR increases until the satellite reaches the maximum 
elevation angle. Afterwards the satellite decreases in the horizon, a fact that causes the 
decrement of the SINR respectively. However, the next satellite in orbit comes into view, with 
continuously increasing elevation angle. As the next satellite comes closer to the UE, a point 
is reached where the SINR of the next satellite surpasses the SINR of the current serving cell. 
Since in this experiment the SINR is the main criterion for a HO, and since hysteresis is set to 
zero, when the aforementioned shift in SINR happens, the UE performs a horizontal HO. The 
valleys in the curvature signify the HO times, and denote the start of the next period of the 
SINR curve, where we see the familiar pattern of going up and down, as the satellite moves 
closer at the beginning and further away later after reaching its maximum elevation angle. The 
periodicity of the curvature is around 250 seconds, i.e. for ~125 seconds the current satellite 
moves closer to the UE (due to its orbit trajectory), and for ~125 seconds the current satellite 
moves further away from the UE.  

In the area between seconds 20 and 112 we observer the following paradox. If we take into 
account the periodicity of the SINR, we can derive that the distance between the UE and the 
serving NTN gNB increases as the satellite moves lower into the horizon, during this specific 
time period. However, we also observe that in the same time period the SINR increases in a 
quadratic fashion as it was mentioned before. In order to explain this paradox, we analyse the 
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derived SINR results to its constituents, i.e. the Free Space Path Loss (FSPL) and the 
Atmospheric Losses and we contrast them against the SINR and distance metrics.  

 

Figure 6-7 SINR and Distance to Serving Cell vs. SINR constituents. 

Figure 6-7 displays the SINR, distance (of UE from serving cell), FSPL and Atmospheric 
Losses vs. simulation time for a similar experiment that is comprised only by NTN gNBs. In 
this experiment the Horizontal HO takes place around second 400. By evaluating the top two 
graphs of the figure we can derive that, in the SINR grows in a quadratic fashion until around 
second 300, then it decreases until the Horizontal HO takes place (around ~400 seconds), 
where we see it increases again in a similar fashion to the previous experiment. By observing 
the distance curve, we see that indeed the distance increases together with the SINR. In order 
to explain the concurrent increase in distance and SINR, we have broken down the SINR into 
the FSPL (3rd graph from the top) and Atmospheric Losses (4th graph from the top). As we can 
see, the FSPL indeed increases linearly with the distance gaining in total around 4 dBs (which 
would increase the SINR normally) but the Atmospheric Losses decrease quadratically around 
30 dBs, therefore creating the biggest impact and thus dominating the total SINR 
measurements. The reason the Atmospheric Losses are decreasing this rapidly is that the UE 
is on a plane taking off, therefore ascending in height for the first 300 seconds. As the airplane 
ascents, the air becomes less dense and therefore the air volume between the UE and the 
NTN gNB decreases rapidly, affecting the atmospheric losses at a great extend.  

6.2.1.3 Consolidated TN-NTN experiment – Hysteresis test 

In this section we present an experiment designed to test the impact of the hysteresis factor 
on the SINR measurements. In wireless networks, the hysteresis factor in the handover 
procedure is used to prevent frequent and unnecessary handovers, especially when the signal 
strength between neighboring base stations fluctuates rapidly. It introduces a threshold margin 
such that a handover is only triggered when a neighboring cell’s signal is not just slightly better, 
but exceeds the serving cell’s signal by a defined offset. This avoids the so-called “ping-pong” 
effect, where the UE rapidly switches back and forth between cells due to small and transient 
signal variations. In the Simu5G library, the hysteresis factor is applied during the evaluation 
of handover conditions inside the UE’s physical layer logic, typically within the 
handoverHandler() method of the LtePhyUe class. The decision is based on the following 
code comparison: 
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if (rssi > candidateMasterRSSI + hysteresis) 

This means that a handover is triggered only if the Received Signal Strength Indicator (RSSI) 
of a neighboring cell exceeds that of the current (master) cell by at least the hysteresis value. 
The hysteresis parameter is defined in the configuration files and can be tuned to control the 
aggressiveness of the handover mechanism. In Omnet++ a factor of 1/5 th will allow handover 
only when the new RSSI is greater than the current RSSI by 20%. 

 

Figure 6-8 SINR vs Simulation time for various Hysteresis factors. 

Figure 6-8 displays the SINR performance of the same consolidated TN-NTN experiment of 
Figure 6-6 for various Hysteresis factors. The Hysteresis factors range for very small values 
(1/100th) and up to 1/5th. By means of Figure 6-8, we can clearly observe that SINR transitions 
due to the Handovers taking place become increasingly discontinuous as the hysteresis factor 
increases, since the candidate SINR has to surpass the current SINR by a specific factor, 
making the curves discontinuous.  
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Figure 6-9 Distance of UE to Serving Cell vs. simulation time. 

In order to support the findings of Figure 6-8, we also present Figure 6-9 that depicts the 
distance between the UE and the serving cell vs. the simulation time for the various Hysteresis 
factors presented previously. As can be seen, when Hysteresis factor is set to zero, the 
distance curve is continuous, as the HO takes place when the candidate Master Cell is 
marginally higher than the current SINR, which also translates to marginally lower distance 
with the next cell. However, as the Hysteresis factor increases, we notice that with each 
handover, there is a discontinuous “jump” of the observed values to lower distances. As it is 
expected, the higher the hysteresis factor, the longer the “jump” of these values, since the 
hysteresis delays the handover until such time that the SINR is X% higher than the current 
SINR, which causes the candidate serving cell to come closer to the UE. Also it is observed 
that, the higher the hysteresis, the longer time does the UE stay connected to the current 
serving cell, that causes in turn the distance metric to skyrocket, as for instance can be seen 
in the bottom right corner of Figure 6-9.  

6.2.1.4 Vertical Handovers – Energy efficiency driven HOs 

One of the targets of this task is the implementation of a Vertical HO mechanism that performs 
the handovers, not based on the measured SINR, but on the total energy efficiency of the 
system, i.e. the main target is to choose the data paths that reduce the overall energy 
consumption of the system. In order to visualize a use case where this functionality could 
produce energy savings, we produce the following scenario:  

In a semi-urban/rural network topology, late at night there are only a few active UEs attached 
to a terrestrial gNB that are actively transmitting/receiving data. The area in question is being 
covered in terms of service by a series of LEO satellites (similar to the Starlink service). Since, 
only a few UEs are connected to the TN gNB, and given that the gNBs usually have a very 
high energy consumption (Huawei data notes a 64T64R AAU can draw about 1–2 kW, BBU 
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another ~1 kW, and multi-band sites can exceed 10 kW, or even 20 kW+ at higher complexity 
sites [66]), it would be beneficial to the carrier to offload the UEs traffic to the satellite network, 
that consumes no power as it gets its energy from the solar panels. To this end, and if the 
Vertical HO does not interrupt any ongoing services, say by not fulfilling any outstanding SINR 
or delay demands, the TN gNB triggers the HOs and offloads the remaining UEs to the satellite 
network. Finally, the TN gNB shuts down, therefore producing energy savings for the operator.  

To this end we have implemented a function that triggers a handover (HO) based on energy 
efficiency considerations. The decision is made by comparing the energy savings from 
switching off or stop serving the UE from the serving cell with the energy cost of activating or 
serving the UE from the target cell. We also apply hysteresis to prevent unnecessary 
handovers. In parallel, the targeted cell should have acceptable SINR (above a threshold), 
while also satisfying the UE’s delay requirement, if any.  

In order to implement this mechanism, we have created an algorithm that is similar in nature 
to the PETA algorithm, that has been presented in WP4 of ETHER. In this specific mechanism, 
we essentially insert all network nodes and links available to the system in a graph. The 
weights of the graph links is the power consumption of this specific path of the data link. When 
the algorithm is triggered, we employ the Dijkstra algorithm to short the available paths in terms 
of power consumption, and if a path is chosen that is different than the current one, a handover 
is triggered. Of course, the handover is enabled if and only if the candidate master cell provides 
adequate SINR (above a predetermined threshold) and if the new data path does not violate 
any delay constraints.  

To showcase the operation of the power-efficient HO algorithm, we have created a simple 
setup where the a UE is located within the range of two gNBs and receiving the pilot signals 
from both of them, however the gNB is certainly closer to one of the gNBs and receives a 
stronger signal from them. In this experiment we have set that the further away gNB, consumes 
zero power, in order to simulate the fact that the NTN gNBs do not get their energy from 
terrestrial power sources, but rather (free) from the sun. The following figure depicts the SINR 
graph of the UE.  

In the depicted experiment, the Vertical HO algorithm is triggered to commence in second 5 of 
the simulator run. From what can be observed, the handover takes place when target Power 
Consumption (PC) is lower than current PC plus a hysteresis factor to avoid Ping Pong effects, 
i.e. single UE traffic handed over to cell further away, which causes SINR to drop (but to 
acceptable levels) lowering the system’s overall power consumption. 
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Figure 6-10 Energy Efficient Vertical HO algoritm operation example. The allgorithm is triggered in 
second 5 of the simulator. 
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7 CONCLUSIONS 

This deliverable captures the work performed in WP3 in the period from M22 to M32, on key 
technological enablers for the seamless and energy efficient ETHER Network Operation, and 
it is the final report of the WP. The performed work has evolved in four directions, namely i) 
user terminal antenna design for direct access between LEO satellites and ground users, ii) 
dynamic resource management leveraging the development of flexible payload framework, iii) 
application of semantics-aware communication schemes, iv) development of horizontal and 
vertical handover policies. 

In Chapter 2, the final design of the user terminal antenna reflects a trade-off among RF 
performance specifications, physical size limitations, and practical implementation constraints. 
The designed antenna comprises a 20×20 element phased array, where each element is a 
microstrip patch antenna optimized for array performance. The size of the antenna is roughly 
10×10 cm, with gain of around 30 dBi operating at 28 GHz and bandwidth larger than 2GHz. 
It is circularly polarized and the scanning range across all antenna’s radiation planes is around 
80o (-40o to +40o) preserving the required characteristics of the designed antenna. The full 
implementation of the antenna requires a multilayer structure with a complex feeding network 
including the beamforming layer, making the required time and implementation cost unrealistic 
in the framework of ETHER. Thus, a downsized 4×4 version of the proposed antenna has been 
adopted for prototyping. The dimensions of the antenna prototype are roughly 2×2 cm 
demonstrating a medium gain directional antenna (of gain around 14 dBi) with very good beam-
steering capabilities, suitable for handheld terminals. The antenna prototype is currently under 
implementation. 

In Chapter 3, aiming at tackling severe signal attenuation and multipath fading in LEO-to-user 
direct access channels, a robust to phase errors distributed precoding problem has been 
investigated for simultaneously transmitting information to multiple users on Earth from a 
swarm of collaborative LEO satellites. The problem targets to maximize the average sum rate 
of the users under a stochastic SINR constraint per user. The problem is NP-hard and thus 
non-convex. To solve it, the objective function is reformulated into a convex problem using the 
stochastic MMSE approach. Results reveal that the proposed approach achieves significant 
sum rate gains with respect to the state-of-the-art MRT approach. 

Regarding OTFS, two version of OTFS have been compared with respect to each other in A 
LEO-satellite communication scenario, namely the much lower complexity discrete Zak-
transform based and the two-stage one. Their comparison in terms of MSE vs. SNR reveals 
that apart from a much lower complexity, the discrete Zak-transform OTFS version also results 
to a much better performance than its conventional two-stage counterpart.  

In Chapter 4, the ETHER concept on TNT integration is based on software defined flexible 
payload architecture. A flexible payload framework has been designed, integrating an 
orchestrator (K3s), software virtualization mechanisms (PODman containers), and partial 
bitstream reconfiguration of services via a customized Linux operating system. The framework 
has been tested on an FPGA platform representative of real payload hardware based on the 
Xilinx UltraScale+ family. Within WP5, Demo1 of the ETHER project will execute demonstrative 
applications on the framework to validate its functionality. 

Furthermore, given the capability of software-based flexible payload, joint dynamic spectrum 
allocation is investigated. A detailed description of the WMMSE algorithm is provided, which 
has been introduced in D3.1 for the coordinated resource allocation in a scenario where 
terrestrial and LEO satellite users are using the same resources. The results of this solution 
are compared against two benchmarks: Uncoordinated and uncoordinated-disjoint solutions. 
In the former benchmark there is no coordination for allocating the resources to terrestrial and 
satellite users. In the latter benchmark, disjoint resources are user for the terrestrial and 
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satellite users. Results reveal that the proposed coordinated resource allocation approach 
results in notable sum rate gains with respect to the benchmark approaches. 

Subsequently, a concrete optimization problem has also been formulated for the optimal LEO 
power control in a GEO/LEO coexistence transmission scenario, subject to the statistical 
nature of the EPFD ITU-R constraints, by computing the EPFD values for actual satellite orbits 
(instead of only the “worst case scenario”) while guaranteeing ITU-R compliance by properly 
turning-off LEO satellites (causing excessive GEO interference) only as needed. A heuristic 
solution technique has been proposed relying on an “EPFD satisfiability” algorithmic module 
and a complete Matlab-based numerical evaluation study has been performed, showcasing 
the flexibility of the proposed algorithm. 

In Chapter 5, ETHER leverages on data analytics and semantics-aware caching for high 
energy efficiency. Towards that goal, we optimized the Version Age of Information (VAoI) to 
ensure the timely transmission of informative updates from a ground-based IoT device to a 
network of interconnected LEO satellites. Within this network, updates are disseminated 
among nodes arranged in a ring or star topology. Optimizing the VAoI across the LEO network, 
the proposed policy reduces the transmission of stale and irrelevant updates, thereby 
enhancing energy efficiency. 

Finally, in Chapter 6 horizontal and vertical handovers techniques are integrant building blocks 
of the integrated terrestrial and non-terrestrial networks. The horizontal handover work 
successfully addressed a critical challenge in sparse LEO constellation operations by 
developing and validating a practical UE Context Proxy solution for seamless multi-satellite 
IoT connectivity. The implementation, built upon the Magma core network framework, 
demonstrated the feasibility of asynchronous UE context dissemination across satellites with 
discontinuous feeder links. Laboratory validation proved the system's capability to extract UE 
contexts from satellite-based MME/AMF instances, transfer them via ground-based proxies 
during feeder link availability windows, and inject them into target satellites to enable seamless 
service continuation. The solution supports advanced features such as selective context 
updates for dynamic parameters and accurately replicates real-world NTN constraints. This 
work establishes a foundation for 3GPP Release 19 Store & Forward operations and 
demonstrates that sparse LEO constellations can provide reliable IoT connectivity without 
requiring extensive ground infrastructure or continuous satellite to ground links. Regarding 
vertical handovers, the ETHER TN-NTN simulation platform was significantly advanced by fully 
rewriting and extending the Omnet++ satellite library (OS3), enabling seamless integration with 
INET and Simu5G for complex terrestrial–non-terrestrial simulations. Realistic satellite channel 
models were introduced leveraging Matlab, mobility patterns for aviation scenarios, and 
support for vertical handovers (VHO) between terrestrial and satellite gNBs. Extensive 
experiments validated SINR-based handovers, hysteresis effects, and realistic orbital 
behaviors. Furthermore, an energy-efficiency-driven VHO mechanism was implemented, 
allowing dynamic offloading of traffic from power-intensive terrestrial gNBs to energy-neutral 
satellites. These achievements establish a robust foundation for future research in continuous 
connectivity and sustainable NTN solutions. 
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